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Summary 

In line with Zhang and Naceur (2019), this paper follows a multidimensional approach, shedding new light 

on the existent literature by looking at whether and how different dimensions of financial development 

determine income inequality across countries. We investigate eight indicators that portray the depth, 

efficiency and stability of financial institutions and financial markets, as well as the access to these ones. 

We contribute to the literature by assessing how these financial development dimensions are associated 

with both gross and net income inequality. Conversely, most of the studies focus only on the pre-taxes 

income inequality as it does not interfere with the redistribution policies via taxation (deHaan and Sturm, 

2017). Our choice of the Gini coefficient has been documented with favourable arguments for using the 

new Standardized World Income Inequality Database (SWIID) developed by Solt (2019), to the detriment 

of other sources extensively-used in the literature. To our knowledge, SWIID is the most comprehensive 

and standardized income inequality database (Ortiz and Cummins, 2011; Jauch and Watzka, 2012). 

While many papers focus on developed countries due to their data reliability and completeness, this paper 

gives considerable attention to emerging markets while also exploring a diverse sample of 82 low- and 

high-income countries. In this regard, we investigate how differently are the effects of financial development 

on inequality in emerging markets, compared to non-emerging ones. Therefore, taking a cross-sectional 

approach, using both OLS and 2SLS methods, our findings show that most of the financial development 

indicators increase the growth of income inequality, and this effect is more alarming in developed countries. 

Most of our results also show that emerging markets still benefit from a more developed financial system, 

as seen from their lower levels of inequality. 
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1. Introduction and Literature Review 

In the aftermath of the 2008-2009 financial crisis, public opinion started to question how 

beneficial is the contribution of the financial system on our economy and society. Recent 

evidence from Piketty (2014) reveals the propensity of contemporary financial capitalism 

to increase income inequality. According to the OECD report (2016), “income inequality 

remains at record-high levels in many countries despite declining unemployment and 

improving employment rates”. In this context, Atkinson (2015) proclaimed that 

concentrating the wealth in the hands of a few attracts negative socio-economic 

consequences while Yunus and Weber (2017) claimed that income inequality threatens 

“human progress, social cohesion, human rights and democracy”. This is why, 

paraphrasing Lagarde (2015), decreasing excessive income inequality “by lifting the small 

boats” is not only morally and socially right, but also beneficial for the economy.  

Although a growing body of literature has investigated the relationship between financial 

development and economic growth, less concern has been raised regarding a more 

intriguing question, namely the finance-inequality nexus. When assessing this 

relationship, the reader must be aware that the literature abounds with a plethora of 

conflicting views (Demirguc-Kunt and Levine, 2009), caused by significant differences in 

finance dimensions (deHaan and Sturm, 2017) and inequality measures, as well as by 

methodologies used. In this paper, our purpose is to understand financial development, 

its detriments and impact on income inequality in a macro analysis of a large and diverse 

set of countries. As defined by Fernandez and Tamayo (2017), financial development is 

“the process by which financial system ameliorates (or eventually overcomes) information 

and enforcement frictions, as well transaction costs, in order to facilitate trade, mobilize 

savings and diversify risk”. Since it is not an immutable phenomenon, it makes common 

sense to question its impact on inequality. At the moment, the landmark literature makes 

use of three different hypotheses to explain the finance-inequality nexus (Clarke et al, 

2006), as seen in Table1. 
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TABLE 1. Financial Development Hypothesis. Source: Clarke et al, 2006. 

 

Inequality-Narrowing Hypothesis of Financial Development. Previous research has 

found that financial development can facilitate the enhancement of economic growth and 

respectively the alleviation of inequality and poverty. In their two-sector linear model, 

Galor and Zeira (1993) demonstrated that in the presence of credit-market imperfections, 

income and wealth distributions have a significant effect on the macroeconomic activity 

(respectively investments, skilled/unskilled labour and output). In general, only agents 

who bequest large human capital investments from past generations can borrow and 

make investments, as well as work in skill-intensive industries. Consequently, in the 

absence of a large enough middle class, this mechanism perpetuates income inequality 

and slows down economic growth (ibid). Banerjee and Newman (1993) share a similar 

belief that capital-market imperfections and initially-unequal wealth distribution trigger 

less borrowings for indivisible investments. Thus, occupations that require great 

investments are less accessible for the poor people, whose ultimate fate is to work for 

more wealthy employers. By contrast, less extreme poverty will converge towards a more 

prosperous high-salary and high-employment economy (ibid). Simply put, financial 

development can either bring about what Banarjee and Newman (1993) call the cottage 

industry (through self-employment) or factory production (through employment contracts). 

Moreover, Li, Squire and Zou (1998) claim that rich people can easily exercise their 

power, resources and influence over the economic policy in order to maintain their wealth 

and benefits. In contrast, capital market imperfections restrict the poor to accumulate 

capital. Thus, these two channels, and particularly the latter one, reinforce unequal 

income distributions. They also argue that inequality presents a stable pattern within 

countries, but fluctuates considerably among countries (ibid). 
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According to Beck, Demirgüç-Kunt and Levine (2007), and Hamori and Hashiguchi 

(2012), financial development reduces inequality by stimulating income growth in the 

poorest quintile. Moreover, they claim that decreasing credit constraints, allocating 

resources efficiently and allowing all agents to participate in the credit markets benefit 

deprived people more than the rich, either disproportionately (Beck et al, 2007) or 

proportionally (Hamori and Hashiguchi, 2012). A strong argument for this is that credit 

constraints trigger inefficient capital allocation and intensified income unbalances (Aghion 

and Bolton, 1997; Galor and Zeira, 1993; Galor and Moav, 2004). Similarly, in their cross-

sectional and panel data research, Kunieda, Okada and Shibata (2014), showed that the 

relaxation of credit market imperfections triggers an increase in the borrowing demand 

and thus in the equilibrium interest rate. Consequently, income inequality narrows down. 

But their research gets more intriguing when they find out that financially-closed 

economies are more prone to narrow their inequality as a result of a more developed 

domestic financial market. Clarke, Xu and Zou (2006) conducted a panel analysis and 

found a negative linear relationship in support of the narrowing-hypothesis, showing that 

the more developed the markets are, the less financial friction and therefore the lower the 

inequality levels. Hence, the more efficient the financial system, the more productive and 

fairer the capital allocation. However, we must be aware that risky and speculative 

misallocations may put this into danger (Diamond, 2016).  

Zhang and Naceur (2019) conducted a multidimensional investigation of 10 different 

financial development indicators for both financial institutions and markets. Their results 

reveal that almost all bank and stock market indicators reduce income inequality. Kappel 

(2010) also gives consideration to both loan markets and stock markets. Her cross-

country and panel data regressions indicate that both dimensions of financial 

development can reduce inequality. However, as seen in Appendix1, most of the studies 

mainly focus on the financial development of the banking system. This is understandable 

since this data is generally available for most of the countries and over sufficiently long 

periods. Additionally, there is a general opinion among scholars that the impact of finance 

on inequality is channelled mainly through the banking sector rather than the stock 

markets (Kappel, 2010; Gimet and Lagoarde-Segot, 2011; Naceur and Zhang, 2016).  
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Inverted U-shaped Hypothesis of Financial Development. There are some neutral 

works which take into consideration the dual effect (non-linear relationship) of financial 

development on income inequality. Starting from Kuznets’s (1955) pioneering work on the 

inequality-development nexus, we expect that during an economy’s lifespan, inequality 

increases in the first stage of development, becomes gradually weaker in the juvenile 

stage and shrinks in the mature stage. Based on the literature, Greenwood and Jovanovic 

(1990) suggest more supporting evidence from Lindert and Williamson (1985) who found 

a striking example of Kuznets Curve in the British history from 1688-onwards. Therefore, 

the British Industrial Revolution triggered a rising income inequality whereas the end of 

the nineteenth century experienced a lengthy levelling. Furthermore, Paukert (1973) and 

Summers, Kravis and Heston (1984) examined within-country income inequality in the 

context of economic development. The latter discovered that in 1950-1980 inequality fell 

in industrialized countries and increased for low-income countries. Moreover, Greenwood 

and Jovanovic’s endogenous growth model (1990), which takes into consideration the 

financial sector development effect on inequality, reaches the same conclusion of a hump 

relationship between the two variables.  

Based on the assumption that poor people accumulate wealth more slowly, discrepancies 

between the incomes of rich participants in intermediary coalitions and those of poor 

outsiders will broaden. On one hand, the fixed coalition membership fee will prevent poor 

agents from joining. On the other hand, the fixed fee will encourage all agents to take part 

in financial coalitions, decreasing the initial upward trend of inequality. Thus, Greenwood 

and Jovanovic (1990) say that regardless of the stage of economic development, financial 

development has a positive impact on capital allocation, aggregate growth and ultimately 

on the poor. Still, the wealthy are the only ones who directly benefit from better financial 

markets in the very early stages of development, as well agreed by Beck et al (2007). 

The literature has also been enriched with recent studies of this non-linear relationship. 

For instance, in his work, Nikoloski (2012) questioned a simple linear relationship 

between finance and inequality, confirming instead the existence of the Kuznets curve 

and the inverted-U curve hypothesis elaborated by Greenwood and Jovanovic (1990).   
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Kim and Lin (2011) found that financial development is beneficial to inequality reduction 

once the countries reach a threshold level of financial development. Furthermore, 

research by Law, Tan and Azman-Saini (2014) points out that the finance-inequality 

nexus varies with different threshold levels of institutional quality.  

Suspecting that the other studies suffer from aggregation bias, Bahmani-Oskooee and 

Zhang (2015) conducted a unique time-series analysis, showing that 10 out of 17 

countries from their sample presented an equalizing effect of financial development on 

inequality in the short-run. However, this equalizing effect – which would involve the 

majority of the people to freely borrow funds for education or business - maintained only 

in 3 countries in the long-run.  

More recently, Tan and Law (2014) found out a normal U-shape between financial depth 

and income inequality (when using the measure elaborated by Solt, 2008), implying that 

the latter one can narrow down in the early stages of financial development, but only 

below a specific threshold level of financial deepening, otherwise it will worsen off. Simply 

put, both the poor and the rich can access the financial markets in the beginning of their 

development process. Later on, financial markets will become inefficient and thus the 

income inequality will widen. 

Inequality-Widening Hypothesis of Financial Development. There are many 

economists, just like Rajan and Zingales (2014), who question whether finance 

inordinately favours the wealthy. In this regard, we bear in mind the Marxist theory that 

usually portrays greedy financiers who serve the needs and hidden interests of the rich 

whereas the poor are left apart, primarily accessing capital through relatives and other 

informal means. More and more researchers have recently reported that financial 

development fuels higher levels of income inequality (Jaumotte et al, 2013; Denk and 

Cournede, 2015). Gimet and Lagourde-Segot (2011) measured the effect of size, 

efficiency and integration of financial institutions and capital markets on inequality. Their 

results indicate that crony domestic banks can be a real menace to equality, having a 

stronger effect than stock markets. Jauch and Watzka (2016) also found a highly-

significant and positive finance-inequality relationship within their sample countries, which 

holds for robustness checks. However, they admit that the coefficient of financial 
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development is of a small magnitude: the Gini coefficient will increase on average by 0.22 

for the within estimation if the credit provision increases by 10%. 

Recent research by deHaan and Sturm (2017) show that income inequality widens with 

a higher degree of financial development. This positive relationship between financial 

development and income inequality is not conditioned by democratic accountability, in 

contrast to the findings of Rajan and Zingales (2003), who claim that high-quality 

institutions promote an inequality-narrowing effect of finance on inequality. However, 

some caution must be taken when analysing deHaan and Sturm’s (2017) findings, mainly 

because their income inequality measure is based only on gross income. Ultimately, they 

completely ignore (on purpose) redistribution policies. 

2. Methods and Data 

Our empirical work consists in a cross-country model specification using Ordinary Least 

Squares (OLS). The reasoning behind the choice of cross-sectional data in our analysis 

can be found in its utility for assessing the relationship between income inequality and 

financial development by studying differences across countries during a specific time-

period (Stock and Watson, 2015), and for evaluating existent economic policies 

(Wooldridge, 2013). According to Clarke, Xu and Zou (2006), a cross-sectional analysis 

proves useful when the researcher’s interest is to capture the long-term relationship 

between financial development and inequality and, thus to test this relationship in the 

inequality-narrowing and inequality-widening hypotheses, which we would like to do in 

our analysis as well. Therefore, we estimate a growth regression specified as: 

 
where 𝐼𝑛𝑒𝑞௜ represents our chosen income inequality indicator, namely the growth of the 

Gini coefficient, 𝐹𝐷௜ represents one of the financial development indicators, 𝑋௜ refers to 

all control variables and lastly 𝜀௜ shows the error term. i refers to each country in the 

sample. Since we aim to assess 7 different financial development indicators, we will also 

have 7 different models. In this analysis we use averaged data from 1995 to 2014 for 82 

countries, classified as developed, non-developed and emerging countries (EM). 
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Based on MSCI classification, we created an extra variable - an interaction between each 

financial development indicator and a dummy which indicates whether the country is an 

EM or not. Following the above equation, our regression results can show whether and 

how differently financial effects on inequality behave in EM. For example, if βଶ turns 

positive, FD has a more widening-effect on inequality in EM compared to non-EM. 

Given the endogeneity problem of financial development, extreme caution must be taken 

when performing regressions. To address this problem, we apply the methods of 

instrumental variable (IV) estimation and two stage least squares (2SLS). 

Endogeneity issues may be associated with reverse causality from income inequality to 

financial development, omitted variables bias (unobserved heterogeneity), self-selection, 

simultaneity and errors-in-variables (Wooldridge, 2013). In terms of reverse causation, 

for instance, less income inequality might mean increased affordability of the poor to 

access financial services, and consequently better development of the financial system. 

Similarly, a lower level of income inequality might stimulate economic growth, as 

suggested by the inverted-U shape of the effect of income distribution on economic 

growth (Zhang and Naceur, 2019). Therefore, it is absolutely necessary to control for 

possible endogeneity issues and reversed causation when using financial variables and 

GDP per capita. Based on the theory, we can employ some instrumental variables on 

law, finance, growth (Clarke, Xu and Zou, 2006), ethnic fractionalization, linguistics or 

religious composition (Zhang and Naceur, 2019). 

Equations (2) and (3) exhibit the 2SLS models. We included in our base model one 

additional variable 𝑧ଵ which is closely correlated with the Financial Development indicator, 

but not with the Income Inequality measure, the residual term 𝑣 and the error term 𝜀 . 

Depending on each Financial Development measure and the most favourable regression 

results, we chose instruments like Legal Origin, Protection of Property Rights or Religious 

Fractionalization. We also considered other instrument variables like the Ethnic and 

Linguistic Fractionalization index (Alesina et al, 2003) or the indexes for Judicial 

Independence and Impartial Courts from the Economic Freedom Dataset (2018), but they 

do not deliver the expected results, therefore they are not reported in this paper. The 
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purpose of these instruments is to approximate financial development and to use this 

approximation to model the Inequality growth rate. 

(2) 

(3) 

Furthermore, this paper aims to verify the following hypotheses: 

 

 Our Gini data is downloaded from the SWIID database (Solt, 2019) and comes in net 

(disposable) and gross (market) household values. According to deHaan and Sturm 

(2017), the net Gini coefficient is more heavily influenced by the redistribution process via 

taxation. Therefore, the gross index based on pre-taxes households is a more reliable 

proxy for income inequality (ibid). However, income distribution (as quantified by the gross 

Gini coefficient) is also affected by taxes and government expenditures (Bergh, 2005). 

For comparability purposes, we decided to use both net and gross Gini coefficients since 

they may differ considerably due to different redistribution policies. 

The comprehensiveness and comparability characteristics of the SWIID database, as a 

reason of its standardized income values, have been acknowledged by Delis, Hasan and 

Kazakis (2014). However, this dataset also imputes missing values. Solt (2009) considers 

that this “represents a particular choice in the balance between comparability and 

coverage: it maximizes comparability for the broadest available set of country-year 

observations”. This is because most of developing countries suffer from paucity of data, 

thus we must account for possible uncertainties in the estimates. 

Most of the studies on the topic use the WIID - World Income Inequality Database, which 

presents some inconveniences though: missing data and multiple Gini values for the 

same country/year. Furthermore, deHaan and Sturm (2017) showed that the available 

number of Gini observations is much lower in the case of WIID and it cannot differentiate 

between net and gross Gini coefficients, which can show negligent research about the 

theoretically-relevant variable (Solt, 2015). From this point of view, SWIID proves to be 
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more reliable, providing annual observations which are multiply-imputed (Jenkins, 2015). 

Therefore, with this paper, we align ourselves in the currently increasing cohort of the 

more recent research which uses the SWIID updated database. Furthermore, we believe 

that taking a pure cross-sectional approach with data averaged over the 1995-2014 

period is a more efficient method compared to the one used by Beck et al (2007). In their 

analysis, the growth of the Gini coefficient was attained by dividing the log difference of 

the first and last data point over the time period used. It is understandable why they took 

this approach since their WIID dataset (developed by Dollar and Kraay, 2002) suffered 

from missing values, which is not our case using the SWIID database. 

Financial Development Indicators. Since the existing literature focused its attention 

mainly on the financial deepening, we believe that this approach does not provide a 

complete investigation on the relationship between financial development and income 

inequality. Therefore, this paper takes a multidimensional investigation in line with the 

unique approach of Zhang and Naceur (2019). Mainly, we seek to analyse four different 

dimensions of financial development (as elaborated by Cihak et al, 2012), specifically 

access, depth (financial deepening), efficiency and stability of both financial institutions 

and financial markets, downloaded from the Global Financial Development Database. 

We firstly consider the Access to financial services measured as Bank accounts per 1000 

adults and Value traded excluding the top 10 companies to the total value traded. The 

higher the values of these measures, the easier the access to banks, respectively 

financial markets. Belley and Lochner (2007) emphasize on the benefits of credit market 

access on investments in education and on the alleviation of school abandonment when 

the family faces income crisis. Unfortunately, data availability dictates our choice to drop 

the measure of Bank accounts and only consider the Value traded. Kim and Lin (2011) 

state that Value traded is a measure of the market trading (without the top companies) 

compared to the size of the economy. Cihak et al (2012) claim that these scant measures 

of financial access provide an estimation of the breadth of use of finance through available 

institutions and instruments. 
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TABLE 2. Variables, Description and Measurement. 

 

Financial Depth was measured using as indicators Private credit and Stock market’s 

total value traded to GDP. The higher the values of these indicators, the deeper the 

financial system. The rationale behind choosing Private credit to GDP as a proxy of 

financial development stands in its ability to measure an essential function of financial 

intermediaries, namely channelling public savings to the private sector (Beck et al, 2007), 

a feature that other measures, such as M2 (broad money) over GDP, do not have (ibid; 

deHaan and Sturm, 2017). Hence, unlike M2 to GDP, Private credit does not take into 

consideration the credit to central or development banks and public enterprises, thus it is 

a “cleaner” measure of the financial sector (Beck et al, 2007; Clarke et al, 2006). Another 

measure we considered was the ratio of commercial banks’ assets to the sum of the 

assets held by both the central and commercial banks (developed by King and Levine, 
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1993; Dollar and Kraay, 2002). However, this measure may not catch the whole cross-

country variation in financial development since in some states the central bank does not 

have a key role in the credit allocation and commercial banks do not represent the only 

financial intermediaries of a society (Beck et al, 2007). Correspondingly, our choice of 

Private Credit as a proxy of financial development was strongly supported by previous 

literature (Beck, Levine and Loayza, 2000; Levine, Loayza and Beck, 2000) showing its 

robust-positive effect on GDP/capita growth, and its ability to measure the ease with 

which new firms and entrepreneurs can finance their projects (Rajan and Zingales, 2003). 

In terms of Financial Efficiency, we chose the Net interest margin. The higher its values, 

the lower the operating efficiency of financial institutions, the less competition and the 

higher the level of market imperfections. Stock market-turnover ratio was selected to 

show the efficiency of financial markets which increases together with the ratio. According 

to Kim and Lin (2011), the turnover ratio is an indicator of stock market liquidity, measuring 

the trading volume of the stock market compared to its size. Casti (2018) argues that the 

more inefficient the financial system is, the higher the level of inequality. 

Lastly, we measured Financial Stability by the Regulatory capital to risk weighted assets 

ratio and respectively the Volatility of the stock price index. The higher the Regulatory 

capital, the lower the default risk of a bank, whereas the higher the Volatility, the higher 

the instability of the financial market (Zhang and Naceur, 2019). 

In line with previous studies on economic growth and income inequality determinants, 

some control variables were added to our model: GDP per capita growth, population 

growth, inflation, government consumption, trade openness, initial schooling, initial Gini 

and age dependency ratio. Though uncertain about their effects on inequality, we expect 

the coefficient on GDP per capita growth to be negative because the lower the inequality, 

the higher the income level (Zhang and Naceur, 2019). Likewise, trade openness and 

government consumption coefficients are expected to be negative based on the benefits 

that international openness and public spending can bring to the society. Moreover, as 

stated by Easterly and Fischer (2001), we expect a positive coefficient on inflation since 

it hurts the poor people more than the rich. The effect of school attainment and age 

dependency ratio on income inequality might vary considerably from country to country. 
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Lastly, as inequality changes slowly over the years, we use the initial Gini to capture the 

catch-up effect because some economies, and thus their Gini coefficients, grow faster 

than others, so we want all our countries to eventually converge. 

Descriptive Analysis. The table below illustrates the descriptive statistics of our 

variables for the total sample. Starting the statistical interpretation with our 7 financial 

development indicators, we can see that DM perform better financially than EM. For 

instance, on average, DM have higher ratios of Value traded (excluding top 10 trading 

companies) to total value traded, therefore in DM people have easier access to financial 

markets than in EM (47% > 44%). In our sample, the country which has the most 

restrictive access to financial markets is Hungary (2.93%), followed mainly by Latin 

American countries. This does not come as a surprise since only the top 3 trading 

companies on the Budapest Stock Exchange index have a weight of 86.19% (BSE, 2019). 

In terms of the highest levels of stock market access, as expected, we find some of the 

most developed countries: USA, Canada and Japan.  

TABLE 3. Descriptive Statistics of the Main Variables. 
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Regarding the financial deepening dimension, our sample encounters wide variations 

across countries in Private Credit, and respectively Stock market total value traded to 

GDP (SMV). Taking a bird’s eye view, DM have on average a financial system double in 

size than the one of EM, and a stock market 3 times deeper/bigger (see average total 

Mean 75.28%>21.34%). Among the countries which channel the highest amounts of 

public savings to private projects are Japan (with a ratio of 172.87%), USA, Hong Kong 

and Canada, while on the other end of the spectrum we find Latin American EM like 

Argentina (with a ratio of only 14.47%). However, our total sample includes African 

countries with even lower ratios: Malawi (6.51%) and Tanzania (7.58%). According to 

Sacerdoti (2005), African countries’ modest credit expansion is a consequence of the 

unsupportive institutional framework, inadequate and limited information, weak 

accounting standards and lack of collateral registration. Also, Latin American countries 

experienced declines in private credit after the mid-1990s banking crisis, exacerbated by 

weak regulation and poor bank management (Jeanneau, 2007). Though slightly 

increasing, the 1990s values have not yet been reached nowadays (ibid). Furthermore, 

these countries also face very low SMV ratios (0.01% in Uruguay and 3.61% in Peru). 

Moving on to the efficiency dimension of FD, we notice that EM financial institutions are 

characterized by lower average operating efficiency compared to DM (4.43% > 1.67%). 

Again, from our sample of EM, Latin American ones have the least efficient banks, though 

African countries like Malawi (12.65%) show even lower efficiency levels. At the opposite 

side, Ireland (with 0.8% - see Min column for Interest DM) has a top-tier banking system 

in terms of efficiency, competition and low levels of market imperfections. As expected, 

regarding the stock market, DM perform more efficiently on average (75.61%>57.12%). 

Surprisingly, there are also some EM (like Pakistan, Turkey, China, Thailand) which 

performed remarkably above the mean of DM (75.61%). The maximum in our sample is 

181% (Pakistan). However, since this is an average of all the values from 1995 to 2014, 

we must be cautious and understand that Pakistan had extremely high turnover ratios in 

the beginning of 2000s. From the best stock market performance in the world, nowadays 

Pakistan’s stock market turnover ratio is under the average of EM (see Mean EM SMTR 

57.12%), being affected by the country’s political and economic crisis. On average, there 

are also EM that have low SMTR, mostly Latin American. 
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Lastly, regarding the stability of the financial system, we can see that, on average, EM 

have slightly higher Regulatory capital to risk-weighted assets (RegCap) ratios 

(14.88%.13.31%), meaning that their banks are less prone to default risks. Moreover, in 

terms of minimum and maximum, EM also show higher ratios (minimum 12.10% in 

Greece and maximum 19.52% in Turkey) whereas DM show a maximum of 10.78 in 

Australia and 17.01 in Singapore. We suspect this is because EM have tighter lending 

standards and loan monitoring compared to DM (Cihak et al, 2012). In what concerns the 

financial markets, EM face more instability, as shown by the slightly high mean Volatility 

ratio (26.63%>20.02). Moreover, their overall distribution is moderately and positively-

skewed (0.84), meaning that most of the EM experience financial instabilities, ranking 

with Russia (42.22%) and Turkey (39.53%). 

We will now continue with the interpretation of our chosen Income Inequality indicators: 

Gini Disposable and Gini Market. The mean growth rates of the Gini coefficients show 

that in general the market Gini coefficient grows, on average, faster than the disposable 

one (0.03>0.02). In general, EM exhibit a negative average growth of the Gini coefficient, 

meaning that inequality might have slightly fallen, though being still present in these 

countries. This decrease is even more accentuated for the after-taxes Gini coefficient 

(Gini-Disposable = -0.17 versus Gini-Market = -0.07). On the contrary, DM exhibit a 

positive growth of Gini coefficients, which can be translated in an increase in inequality.  

FIGURE 1. Average Growth of Disposable and Market Gini Coefficients. 
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Since a negative growth rate of the Gini coefficient is our desirable effect, we can see 

that, on average, EM pursue a trend of accelerated decrease in the values of the Gini 

coefficients from 1996 to 2014. This is understandable since the current EM usually 

started with very high base values for inequality, reducing them only from 2004 onwards. 

In parallel, DM had already-low Gini coefficients at the starting point of our research 

period, and thus lower levels of inequality. These trends can be seen for both disposable 

and market Gini (Figure 1). Interestingly, only in 2011 and 2014 the growth of market Gini 

coefficient turned negative for DM as well. 

Looking at each country in detail (Figure 2) and comparing their average annual growth 

of the Gini coefficients (1995-2014), in our EM sample, China presents the highest 

average annual growth rate of the inequality coefficient while Latin American countries 

(Argentina, Brazil, Chile, Colombia, Mexico, Peru) together with Malaysia, Philippines, 

Thailand and Turkey exhibit a negative average annual growth rate of their Gini.  

FIGURE 2. Average Annual Growth of Gini Coefficients in EM, 1995-2014. 

 

However, when it comes to DM, what strikes our attention are the negative average 

annual growth rates of the disposable (net) Gini in comparison to the positive ones of the 

market (gross) Gini, especially in Ireland and Switzerland. An explanation would be the 

fact that, for instance, Ireland applies one of the highest and most favourable tax relief 

rates in Europe. Therefore, people with disabilities, single parents or older people, just to 

name a few examples, can reduce the amount of tax they pay through tax credits, 

allowances and standard-rate cut-off points. Still, living in a well-developed country comes 

with a cost that the poor cannot afford, as seen from the countries with the highest 

average annual growth rates: Denmark, Finland, Germany, Norway, Sweden or USA. 
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FIGURE 3. Average Annual Growth of Gini Coefficients in DM, 1995-2014. 

 

FIGURE 4. Violin Plots of Gini Growth (Market and Disposable) Based on Regions 

 

Since geographically-clustered countries may share a high degree of commonality, we 

believe that a regional analysis of our income inequality measure would trigger even more 

insights in what is the real situation before and after taxes (Figure 4). African and Middle 

East countries’ distribution shows that most of the countries in our sample experience a 

decrease in Gini coefficient growth, even though there are still countries with increasing 

inequality. Unsurprisingly, Americas and Caribbean countries (mainly because of Latin 

American ones) present the most considerable declines in the average growth rate of 

both Gini-M and Gini-D coefficients, even though Latin America faces among the highest 

levels of inequality. Asia and Pacific show a high density between 0 and 0.5, meaning 

that most of the countries have a positive growth of both pre- and post-taxes income 

inequality. According to Hassell (2018), some countries from Eastern Europe faced 

increasing levels of inequality in the post-Soviet period, after 1990s. From our sample 
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though, we can see that most of them are still at the limit between no change and modest 

changes in the growth of inequality. Lastly, Western Europe has a very concentrated 

distribution of countries with high positive growth rates in inequality before taxes. 

However, after taxes, this distribution widens. 

The situation is different when we analyse grouped countries based on income level 

(Figure 5). High- and lower-middle income countries have a quite symmetric distribution 

whereas upper-middle income countries have a right-skewed distribution. This means 

that most of the upper-middle income countries experience high decreases in their Gini. 

Conversely, high-income countries face the highest average growth rates of inequality. 

FIGURE 5. Violin Plots of Gini Growth (Market and Disposable) Based on  
Countries’ Income Level (World Bank). 

 

TABLE 4. Pearson Correlation Matrix and Normality Test. 

 

Regarding the relationship between FD and income inequality, Table 4 reports the 

Pearson correlation matrix of the 7 financial variables with the Growth of the Gini 

coefficients. Some of the FD indicators are positively-correlated and others negatively-

correlated with the growth of the Gini coefficients. Therefore, we expect mixed findings 

from our regression tables. 
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3. Empirical Results 

Financial Deepening and Income Inequality. The table below reports the robust results 

where the FD coefficients are both positive and significant in both OLS and 2SLS models 

(Columns 1 and 2). Firstly, the OLS results indicate that 1% increase in the Private Credit 

to GDP (Credit) and respectively in Stock Market Value Traded to GDP (SMV), can trigger 

an increase of 0.002% in the growth of the Gini coefficient based on disposable (net) 

income (Gini D), ceteris paribus. This translates in an increase in inequality. This equal 

effect of both financial institutions’ depth (measured by Credit) and financial markets’ 

depth (measured by SMV) surprisingly contradicts what the majority of the literature says, 

namely that stock market development has a lower impact on inequality in comparison 

with credit market development (Kappel, 2010). Unsurprisingly, the results for Gini M 

(Column1) confirm this argument: in comparison with SMV, an increase in Credit triggers 

a 3-times higher increase in Gini M growth. When comparing results for Gini D and Gini 

M, we find out that financial depth indicators have a higher impact on the growth of the 

Gini M coefficient, meaning that they accelerate the growth of income inequality before 

taxes. An explanation would be that the Gini coefficient based on market (pre-taxes) 

income shows the ugliest side of income inequality while the Gini based on disposable 

(post-taxes) income shows a more realistic level of inequality. This is because many 

countries adopted a progressive tax system in which the average tax rate increases with 

the taxable amount. For instance, in the USA, the top richest 1% contribute with 37% of 

the revenues coming from the totally-collected income tax whereas the bottom 50% 

contribute with less than 3% (Roser and Ortiz-Ospina, 2016). 

TABLE 5. Effects of Financial Depth of Income Inequality 
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In most cases, the Durbin-Wu-Hausman Test fails to accept the null hypothesis that FD 

variable is exogenous, meaning that we deal with endogeneity issues. Thus, Column2 of 

both tables show that after controlling for endogeneity, using the 2SLS method and the 

Protection of Property Rights index as an IV, the coefficients of Credit and SMV remain 

not only statistically significant and positive, but they almost double in size (Column2 of 

both tables). The Sargan-Hansen J-Test and the Partial F-statistics Test confirm that 

Protection of Property Rights index is a strong instrument for Credit, but not for SMV. 

In line with deHaan and Sturm (2017) and Jauch and Watzka (2016) who used exactly 

the same dependent and independent variables from the same sources (namely the Gini 

coefficients from SWIID database and Private Credit to GDP), our results confirm the 

inequality-widening hypothesis of FD. However, in contrast with these studies, we opted 

for a cross-sectional data analysis. deHaan and Sturm (2017) also approached cross-

country regressions in the hope of confirming their results from panel data, though this 

attempt proved insignificant. Our results contradict those of Kappel (2010), Beck et al 

(2007) and Clarke et al (2006) who used cross-sectional data as well. We believe that the 

differences in these results are due to inconsistencies between the income inequality 

databases (SWIID versus WIID), as highlighted by Jenkins (2015). 

Turning to Column 3 which shows the interaction of financial development and the dummy 

for emerging markets. Even though FD coefficient did not change its effect, the interaction 

coefficient turns insignificantly-negative in almost all the models. Despite its insignificance 

and unreliability, the interaction coefficient shows that FD has a more narrowing-effect on 

inequality growth in EM compared to non-EM. For example, in the case of Credit-Gini D 

nexus, this effect can reduce half of the total widening-effect of Credit on Gini D growth. 

Financial Efficiency and Income Inequality. Because our results seem to be mixed, we 

must be aware that these FD indicators behave differently. Higher levels of Net Interest 

Margin (Interest) show lower operating efficiency and competitiveness whereas higher 

levels of Stock Market Turnover Ratio (SMTR) indicate more efficiency. Since previous 

literature found benefits of higher efficiency of financial institutions on economic growth 

and inequality through improved resource allocation and high-return investments 
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(Demirguc-Kunt and Levine, 2009), we will focus our attention on the effect of enhanced 

bank efficiency on inequality.  

On one hand, 1% increase in the Net Interest Margin would trigger an increase in the 

growth of the Gini D coefficient by 0.048 (Column1). Respectively, a decrease in the 

efficiency of the financial institutions and market imperfections would lead to an increase 

in income inequality. This translates in an inequality-widening effect of lower banks’ 

efficiency, or equivalently in an inequality-narrowing effect of enhanced banks’ efficiency. 

This is in line with findings of Zhang and Naceur (2019) and Casti (2018).  On the other 

hand, this relationship does not hold for the Gini M since a unitary increase in Net Interest 

Margin (or in inefficiency) leads to a decrease in the growth of Gini M. This would support 

the inequality-narrowing hypothesis of lower banks’ efficiency and respectively the 

inequality-widening hypothesis of enhanced banks’ efficiency. This confirms our main 

hypothesis that FD widens inequality. Since the Net Interest Margin indicates banks’ 

profitability and growth, a possible explanation for our results would be the fact that more 

profitable banks would become more greedier in selecting their customers, particularly 

looking for people with great capital amounts for investments. 

TABLE 6. Effects of Financial Efficiency on Income Inequality. 

 

In terms of Turnover Ratio, both Models (1) and (2) show a significantly-positive 

coefficient for SMTR, which translates as: the more efficient the financial markets, the 

higher the Gini growth and consequently the inequality. Similarly, Gimet and Lagoarde-

Segot (2011) found that increased turnover ratios have a negative effect on inequality. 

After controlling for endogeneity using the Protection of Property Rights index as an IV, 

the FD coefficients increased in size in all models and their signs are in line with our 



 

Page 21 
 

inequality-widening hypothesis of FD. Interestingly, the interaction between EM and 

SMTR proves to be significant and negative, meaning that in comparison with the other 

countries from the sample, EM experience a lower inequality-widening-effect of efficient 

stock markets, decreasing the growth of Gini D coefficient by -0.002% (Column3). In 

contrast, the other interaction coefficients are insignificant. 

Financial Stability and Income Inequality. Both coefficients of Regulatory Capital to 

risk weighted assets ratio (RegCap) and Volatility of stock price index (Volatility) are 

significant. However, despite having the same sign, they have different effects on the 

growth of Gini. This is because high RegCap ratios trigger lower default risks for financial 

institutions (more stability) while high Volatility means more unstable financial markets. 

TABLE 7. Effects of Financial Stability on Income Inequality 

 

Firstly, a 1% increase in RegCap would trigger a -0.046% decrease in the growth of Gini 

D coefficient (post-taxes income inequality), and respectively a -0.037% decrease in the 

growth of Gini M coefficient (pre-taxes income inequality). This finding on inequality-

narrowing effect of the financial institutions’ stability is in line with the results of Zhang 

and Naceur (2019) and Jeannyney and Kpodar (2011), who believe that financial 

instabilities and payment system disruptions are detrimental to the poor. A plausible 

explanation would be that banks which are in difficulty will start rationing small loans since 

poor borrowers are less profitable (ibid). Secondly, regarding the effect of financial 

markets’ stability on income inequality, we notice that a 1% increase in Volatility (thus an 

increase in financial markets’ instability) can result in a decrease of -0.018% in the Gini 

D growth, respectively -0.017% in Gini M growth. In other words, our results indicate that 

more stable financial markets would lead to greater levels of income inequalities, and this 
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effect is slightly larger on post-taxes income inequality than on pre-taxes one. This finding 

on the inequality-widening effect of financial stability contradicts Zhang and Naceur 

(2019). The coefficients of RegCap and respectively Volatility do not change their sign, 

but they increase in size after controlling for endogeneity using the Legal Origin dummy, 

and respectively the Protection of Property Rights index as IV (Column2). 

Column3 reports the results of our interaction of financial stability with EM. For instance, 

the RegCap-EM interaction coefficient (though insignificant) shows that the financial 

stability of the banking institutions (measured by RegCap) has a more-narrowing effect 

on income inequality in EM, compared to non-EM. This means that an EM will usually 

experience an additional decrease of 0.002 units in the growth of income inequality due 

to a 1% increase in the financial stability indicator. Contrasting results can be found 

though for the interaction between Volatility and EM. Now the interaction coefficient 

(which is also insignificant) shows that high financial instability (high Volatility) decreases 

the growth of Gini D coefficient by an additional -0.006 units to the initial -0.009 units, if 

the country is an EM. This finding comes as a surprise and in contradiction with most of 

the literature. Guillaumont-Jeanneney and Kpodar (2006) state that developing countries, 

with poor legal systems or macroeconomic policies, are more prone to financial 

instabilities which can arise together with the financial system development. However, for 

financial markets, high volatility can also translate into possibility of high returns. 

Financial Access and Income inequality. As we can see from the small number of 

observations, data on financial access indicators is scant and has its own limitations, thus 

the reliability of our results might be questionable. Surprisingly, we face mixed results 

when comparing results for Gini D (based on post-taxes incomes) and Gini M (based on 

pre-taxes incomes). In the case of post-taxes income inequality, the coefficient of the 

Value (which stands for Value traded outside top 10 trading companies to the total trading 

value) is positive and significant (Column1). This confirms the inequality-widening effect 

of this financial access indicator. Contrary to this finding, in the case of pre-taxes income 

inequality, the Value coefficient is negative (though insignificant at 10% significance 

level), supporting the inequality-narrowing hypothesis (as also confirmed by Casti, 2018; 

Zhang and Naceur, 2019). According to Casti (2018), these differences in the FD effect 
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on post- and pre-taxes income inequalities can be justified by the existence of 

redistribution policies, particularly in developed countries which do not apply excessive 

taxes on capital gains. 

TABLE 8. Effects of Financial Access on Income Inequality. 

 

Curiously, the coefficient of the interaction between Value and EM is significant at 5% 

significance level and has a negative effect on the growth of the Gini coefficient based on 

disposable (post-taxes) income (Column3). This means that EM experience an additional 

decrease in income inequality by 0.011 units as compared to the other countries, which 

generally face an inequality-widening effect on inequality. 

4. Conclusions and Discussions 

Table 9 compiles the statistically-significant effects of FD dimensions on inequality (after 

and before taxes). Firstly, the depth dimension, measured by Credit and SMV, has a 

widening-impact on both net and gross income inequality (Gini Disposable and Gini 

Market). Therefore, we failed to reject our main null hypothesis, and thus we imply that 

high income households take more advantage of bank loans and stock market earnings.  

TABLE 9. Summary of Financial Development Effects on Inequality. 
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A more efficient financial system would mean decreasing the banks’ Net interest margin 

and boosting the stock market’s turnover ratio. Our dimension presents mixed results: the 

financial markets’ efficiency (SMTR) triggers an increase in income inequality, whereas 

banks’ efficiency (Interest) can reduce the disposable income inequality growth by -

0.046%, but usually increases market income inequality growth by 0.065%. Interestingly, 

stock market efficiency has an equal impact on both net and gross income inequality 

growth, possibly explained by not stringent enough fiscal policies, lack of corporate taxes.  

Similarly, an increase in the stability of financial system implies an increase in the RegCap 

ratio and a decrease in Volatility of the stock price index. Therefore, our results show that 

higher banks’ stability pulls down inequality, this being the only indicator that confirms the 

inequality-narrowing hypothesis of FD. Conversely, higher stability in the stock market 

can generate a faster growth of disposable and market income inequality, losses hurting 

poor investors more than the rich ones, especially during crisis. Lastly, more access to 

the financial markets can trigger a faster growth rate of the net income inequality. 

These have been said, most of our financial development indicators have an undesired 

positive effect on the growth of the Gini coefficients, meaning that we failed to reject our 

null hypothesis of the inequality-widening effect of financial development. As many other 

studies, we also confirm that the banking system has a greater impact than the stock 

market. In what regards the situation of EM, most of our interaction coefficients were 

insignificant, but all of them turned negative. This fails to reject our second null hypothesis 

that financial development has a more narrowing-effect on Income Inequality in EM. For 

instance, in Table 9, where we only report the significant results, the general inequality-

widening effect of SMTR is attenuated by -0.002%. Hence, in an EM, the inequality 

widening-effect of SMTR decreases from 0.002% to 0.001%. Lastly, based on our results, 

EM with higher access to stock markets depict decreasing levels of inequality. 

Our findings add to a significant policy-oriented literature on the finance-inequality nexus 

across countries, and especially in EM. Firstly, we must admit there is no general 

approach to deal with inequality, as countries differ greatly in terms of inequality drivers, 

policy-making and institutional frameworks. However, Dabla-Norris et al (2015) 

recommends DM to concentrate their policies on a more progressive tax system or higher 
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corporate taxes, and increasing human capital and skills. In EM, policy-makers should 

ensure that larger financial systems go along with greater access. But it should also be 

better regulated and supervised in order to achieve efficiency and avoid imbalances and 

over-investment in real estate. Policies targeting the banking system’s stability should be 

encouraged and default risks avoided. Last but not least, we believe that greater financial 

inclusion in EM promotes lower inequalities among people, as well as more investments. 

Before concluding, we must discuss the limitations of our analysis. Firstly, cross-country 

comparative analysis of income inequality is usually plagued with problems of 

unreliability, inconsistent methodology or limited coverage (Jaumotte et al, 2013). 

Atkinson and Brandolini (2001) claim that this kind of problems may arise when using 

secondary datasets instead of original data. We believe that in our analysis we might face 

such problems. Moreover, data on some FD indicators is quite limited. For instance, the 

access dimension should be updated so that researchers can take full advantage of its 

significance in analysing the financial exclusion phenomenon (Honohon, 2008). 

Unfortunately, the access dimension of the banking system could not be considered in 

our paper. Secondly, from an econometric point of view, cross-country regressions suffer 

from a number of pitfalls which might restrict our analysis. Since they do not take into 

account the time-series aspect of the data and do not exercise a thorough control for 

unobserved entity-specific effects (Beck et al, 2007), a dynamic panel-data analysis, 

using either fixed or random effects, would be more appropriate. 

Lastly, theory is still unclear whether FD has a narrowing- or widening-effect on inequality. 

Our findings mainly support the inequality-widening hypothesis, in line with deHaan and-

Sturm (2017), Jauch and Watzka (2016), Denk and Cournede (2015), Jaumotte et al 

(2013), Gimet and Lagoarde-Segot (2011). However, it is essential to stress out that our 

findings do not necessarily imply that FD is bad for poor people since we do not focus on 

the income of a specific quintile of the population. Thus, I would like to emphasize that 

this widening phenomenon of inequality should not be treated as a “normal” negative 

externality of a more developed financial system. It is true that financial development can 

uplift the “small boats”, at least up to a threshold, but we should also be aware of its 

harmful impact. 
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Note: These tables should not be included in the essay. They are only given in order to 
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of the dataset or any calculations, please contact the author. 

TABLE A. Instrumental Variables Used in the Regressions 

 

 



 

Page 31 
 

TABLE B. Control Variables Used in the Regressions 
Control Variables - Sources: World Bank World Development Indicators Database; Barro and Lee (1996)** 
Variable Description Rationale 

GDP per 
Capita Growth 

Annual percentage change of 
GDP per capita growth 

Controls the level of economic growth. It is believed there 
is a strong relationship between economic development and 
income distribution (Zhang and Naceur, 2019). 

Population 
Growth 

Average annual growth rate of 
the total population 

Controls for demographic factors. 

Inflation 
The growth rate of the GDP 
deflator 

Controls for the macroeconomic stability (Beck et al, 2007). 
It may affect nominal wages, and it is related to the labour 
union strength. In the event of hyperinflation, the real value 
of cash decreases and the wealthy people (who own other 
assets than cash) are better off than the poor. Hence, 
reductions in inflation lowers income inequality (Bulir, 
2001). 

Government 
Consumption 
to GDP  

All current governmental 
expenses for purchasing 
goods/services (including 
employees’ compensation, 
national security/defence 
expenses, but not expenses 
related to government capital 
formation). 

Captures the public spending and the provision of public 
goods. If efficiently allocated, through redistributive 
policies that help the poor, public spending could have a 
positive impact (Casti, 2017). 

Trade 
Openness       
to GDP 

Sum of exports and imports of 
goods and services measured 
as a share of gross domestic 
product. 

Captures the international exposure and openness to 
foreign trade (Beck et al, 2007). Based on the Heckscher-
Ohlim theorem, differences between countries can be 
explained by productivity and factors of production. On 
one hand, advanced countries which abound in skilled 
labour should experience an increase in their skilled 
workers’ wages relative to the unskilled ones. On the other 
hand, developing countries, in which unskilled labour is 
more evident, should experience the opposite effect, 
meaning a declining inequality with trade (Harrison, 
McLaren and McMillan, 2011). 

Initial 
Schooling** 

Logarithm of the initial 
average years of school 
attainment 

Proxy for human capital (Beck et al, 2007). Depending on 
the free access or not to the educational system, school 
attainment may affect inequality considerably (Huggett, 
Ventura and Yaron, 2011). High supply of human capital 
diminishes the wage differences between skilled and 
unskilled workers, and brings more technological 
innovations (Kim and Lin, 2011). 

Initial Gini 

Logarithm of the initial Gini 
coefficient (the value of the 
first year from the sample 
panel dataset) 

Controls for the convergence effect, namely that poorer 
economies’ initial Gini will decrease at a faster rate than 
the richer ones.  

Age 
Dependency 
Ratio 

Ratio of dependents (people 
younger than 15 or older than 
64) to the working-age 
population (those ages 15-64).  

Expresses the financial pressure exercised on the 
productive segment of the population. 

Note: All variables are averaged for the period 1995-2014, except for the Initial Schooling and Initial Gini. All variables enter the regressions in 
natural logarithmic form, except for Inflation, GDP per capita Growth, Population Growth. 
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TABLE C. Countries Used in the Regressions 
Emerging Markets Developed Markets Frontier Markets Unclassified Countries 
Argentina 
Brazil 
Chile 
China 
Colombia 
Czech Republic 
Egypt 
Greece 
Hungary 
Indonesia 
Malaysia 
Mexico 
Pakistan 
Peru 
Philippines 
Poland 
Russia 
South Africa 
Thailand 
Turkey 

Australia 
Austria 
Belgium 
Canada 
Denmark 
Finland 
France 
Germany 
Hong Kong 
Ireland 
Israel 
Italy 
Japan 
Netherlands 
New Zealand 
Norway 
Portugal 
Singapore 
Spain 
Sweden 
Switzerland 
United Kingdom 
United States 

Bangladesh 
Botswana 
Croatia 
Estonia 
Jamaica 
Jordan 
Kazakhstan 
Kenya 
Lithuania 
Morocco 
Panama 
Romania 
Slovenia 
Sri Lanka 
Tunisia 

Armenia 
Costa Rica 
Cote d'Ivoire 
Cyprus 
Ecuador 
Ghana 
Guatemala 
Honduras 
Iran 
Korea 
Kyrgyztan 
Latvia 
Luxembourg 
Malawi 
Mauritania 
Moldova 
Rwanda 
Slovakia 
Tajikistan 
Tanzania 
Tonga 
Uruguay 
Venezuela 
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Abstract 

The purpose of this research paper was to study what impact can have the level of FDI 

inflows on the economic growth and also to investigate if this influence was affected by 

the COVID-19 crisis. The study indicates that the economies which are engaged in 

attracting foreign capital from other developed countries want to increase their economy 

and this thing is constructive even if are opinions which consider that the local market can 

be affected. It can be stated that with the support of foreign companies which allocate 

their capital in developing countries also called host countries, the development to other 

directions is also supported such as: implementing new technologies, improving foreign 

trade or adjusting some new legislative orders. Regarding to the coronavirus crisis there 

is a problem because the study indicates that in the current situation the level of FDI 

inflows is decreasing and this will affect the economic growth in a negative manner. Thus, 

the research aims to demonstrate the shocks suffered by the Romanian economy 

following the decrease in the level of FDI inflows due to the COVID-19 pandemic and the 

impact of this diminution on its economic growth. 

 

Key words: FDI, GDP, COVID-19, Romania, economic growth 
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1. Introduction 

In the last years developing countries have become an attraction for foreign investors 

because, in line with globalization, the trade partnerships between states have also 

developed. On the other hand, an economy without investments will be at a loss and for 

this reason the allocated resources will be limited following the prioritization of national 

interests. Thus, the foreign direct investments should be encouraged by the system as a 

long-term source of financing and development, because they are not only an inflow of 

capital, but are a stability source for an economy. 

When we talk about foreign direct investments, we should think about an investment 

made by a non-resident company in the business of another country and which usually 

involves managerial imposition on the company in which the investor has invested. 

Following the process, the foreign investors will gain managerial power and will be able 

to impose their own ideas to increase the company’s productivity. 

This is the case of Romania which has known an upward trend of FDI inflows in the last 

years. Many investors usually choose an open economy that offers skilled workforce to 

place their capital to ensure a high level of the labor productivity within the company. It 

can be stated as a key feature of FDI is to influence the decision-making process of a 

foreign business. 

But the problem arises in extreme cases of crisis because the level of the FDI inflows will 

decrease and this will only lead to a shock in the national economy. Currently, the crisis 

which affects the entire globe is the COVID-19 pandemic. In Romania the current socio-

economic context is dominated by the medical crisis, with an impact on the income and 

health of the population. This virus led to a national crisis which has reduced revenues 

and maximized the budgetary expenses, so the Romanian system is prone to a high level 

of financial stress. Thus, viable measures must be taken to ensure the safety and health 

of the population.  

Do this fact, this paper aims to investigate whether the level of the FDI inflows has an 

influence on the economic growth in Romania and what shocks will suffer the economy 

during a crisis such as the COVID-19 pandemic. The study is divided into four sections 
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followed by the conclusions. In the first one is presented an introduction to the proposed 

topic, then the second section will offer information from other studies about the subject 

and will summaries the theoretical framework of the paper. Further, the third section will 

illustrate the methodology and data used, following that later, the fourth section will 

present the empirical results generated by the model. 

 

2. Theoretical framework  

Over time, it has been examined in many research papers the subject regarding the 

determinants of FDI and their influence on economic growth. In many studies was found 

a positive relationship between these two variables, such as de Mello (1997), Carbonell 

and Werner (2018), Carkovic and Levine (2002). The last ones said in their study that FDI 

inflows contribute to an increase of economy through different forms. One of them could 

be the capital accumulation by the inputs into the production process. Also, FDI means a 

very important source of technology for developing and improvement of human capital. 

The researchers Iqbal et al. (2010) have studied the relationship between FDI, trade and 

economic growth in Pakistan for the period 1998-2009. They used quarterly data series 

and following the application of the model, they found a long-run relationship and 

bidirectional causality among foreign direct investments, economic growth and export 

and, on the other hand, a unidirectional causality between import, export and FDI. 

Following these results, they concluded that FDI inflows affect the level of GDP and also 

the export and import have an influence by its level. Other studies like Suliman et al. 

(2018), Duarte et al. (2017), Akoto (2016) have indicated a significant impact on the GDP 

level by FDI inflows in the economy. 

But the true challenge for an economy appears in cases of crisis. This is what happened 

with the Romanian economy in the last months. A certain fact following the coronavirus 

pandemic is the decrease in the level of FDI inflows which will lead to a reduction in GDP, 

based on the direct relationship between the variables. Due to this fact, the European 

countries have been warned by the European Commission about foreign direct 
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investments and the capital flows, because the spread of coronavirus will impact the 

earnings of the companies and a recover will be very difficult to them.  

 

3. Methodology and data 

In this section will discuss the model approach characteristics. Thus, the methodology will 

describe the technical characteristics of the used model.  

 

3.1 Model specification 

Vector autoregression (VAR) is a statistical model used by economists into their studies 

for examining the relationship between multiple variables as they change during the time. 

The VAR models are an accumulation of the autoregressive models (AR), based on the 

concept of interdependencies of the lagged values of the variables in a model. This type 

of model is very used as a tool of investigation the dynamic effects of shocks also for 

forecasting the exercises.  

A VAR model of order p, also called as VAR(p) model, can be written as: 

𝑦𝑡 = 𝛼0 + 𝛽1𝑦𝑡−1 + ⋯ + 𝛽𝑝𝑦𝑡−𝑝 + 𝜀𝑡 , 

where: 𝑦𝑡 is an  𝑀 × 1 vector of endogenous variables, 𝛼0 is an 𝑀 × 1 intercept vector, 𝛽𝑗 

(𝑗 = 1, … , 𝑝) are 𝑀 × 𝑀 coefficient matrices and 𝜀𝑡 is an 𝑀 × 1 vector of error terms, 

independently identically and normally distributed (i.i.d). 

The researchers Ciccarelli and Rebucci (2003) indicated in their study that the model 

mentioned above, when estimated through the standard approach, it is getting to the 

“over-fitting” problem. This is generated by the fact that the numbers of coefficients to be 

estimated is 𝑀 + 𝑀2𝑝, increasing geometrically by the numbers of included variables and 

linearly by the lags order.  

Based on the economic theory, we consider that a VAR estimation is better than a simple 

or a general linear statistical model because its endogenous and exogenous variables 

are in collaboration as part of the economic system. Accordingly, a VAR model is looking 
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to be more accurate for the economic reality. As advantages of the model we can list 

some mentioned by Vorbeek (2004) in his research paper such as the more accurate 

forecasting which is possible because the information set is extended to also include the 

history of the other variables. Another advantage could be that the model may be thriftier, 

and it includes even less lags. 

The correlation between VAR and structural simultaneous equations shows an advantage 

for VAR due to the characteristics of the variables which does not have to be a priori, this 

is what Sims (1980) said in his study. Furthermore, the theory confirms that OLS is a good 

estimator for the model because the variables are identical on the two sides of equalities. 

Despite of all the good words about VAR, the model is not without critics. In this case, it 

is demonstrated that the model does not offer details about the determination of the 

results of the economic process. Also, it is investigated by some economists that is hard 

to observe some circumstances so that the model does not register errors (Darnel & 

Evans, 1990). 

Another weakness of the VAR approach could be the large number of estimated 

parameters with many lags which will lead to risk model with fewer degrees of freedom 

(Rubinfeld, 1997). Harvey (1990) mentioned another problem of the VAR approach which 

is the stationarity because there are some circumstances when certain risks are 

significant and results from some mediocre data.  

 

3.2 Data source 

The topic of this paper is to determine the relationship between FDI and economic growth 

in Romania, during the period 2003Q1 – 2020Q2, using quarterly data such as the 

unemployment rate, harmonized index of consumer prices, export, import and ROBOR 

3M kindly provided by Eurostat, NBR database and INSSE. Moreover, to investigate what 

impact had the COVID-19 pandemic to these variables and to compute a VAR(p) model 

in order to provide a better perspective about the variables. 
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4. Empirical analysis 

In this chapter we will provide the results generated by the used model to determine what 

impact had the inflows of FDI to the economic growth. As we can see in Figure 1, both 

FDI and GDP followed an upward trend during the related period. Thus, we can confirm 

the economic theory which claims the direct relationship between these two variables. 

 

Figure 1: The Evolution of FDI and GDP during 2003Q1 – 2020Q2 

 

Source: Own computations 

 

During this period, several unforeseen events took place such as the economic crisis of 

2008, the sovereign debt crisis on 2009-2013 or the announcement of Brexit by the United 

Kingdom on June 2016. These events led to a decrease of the FDI level in Romania, 

which also impacted the level of the economic growth. But none event compares with the 

appearance of first cases of coronavirus which led to a collapse in March 2020, as we 

can observe in Figure 1. It was the biggest shock suffered by the Romanian economy in 

the last 10 years, because of several factors, one of which may be the people’s insecurity 

and uncertainty. Another quantitative factors such as import, export, the unemployment 
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rate, harmonized index of consumer prices and ROBOR 3M, which had an impact on the 

romanian economy during the COVID-19 pandemic will be analyzed in the following 

pages. 

 

Figure 2: Quantitative factors evolution – nonstationary 

 

Source: Own computations 

 

In figure 2 we can notice the evolution of the variables during the related period and see 

that all of them are following a certain trend, this fact being due to the no stationarity of 

the variables.  
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About of the variables we can say that the package of them represents very good the 

economy in Romania because the import and the export show the trade during this period 

and they also represent a component of GDP, the unemployment rate and the 

harmonized index of consumer prices are correlated in the economic theory by Philips 

curve, which describe an inverse relationship between the two variables. And at the last, 

we have the ROBOR 3M which means the rate at which the Romanian population is 

indebted. We can consider them relevant to illustrate the Romanian economy and to study 

the inter-relationship between them also how they were affected by the coronavirus crisis. 

Further, will present the stationary of the variables where we eliminated their trend. 

 

Figure 3: Quantitative factors evolution – stationary 

 

Source: Own computations 
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So, figure 3 presents us the graph of the stationary variables, using first difference and 

we can observe that they no longer follow a certain trend as in the previous chart. 

  

Table 1: Unit Root tests 

VARIABLES ADF KPSS PP 

FDI 0.0001 0.247442 0.0001 

Import 0.1573 0.087799 0.0009 

Export 0.0460 0.090050 0.0001 

HICP 0.0000 0.330761 0.0001 

Unemployment rate 0.0139 0.137679 0.0000 

ROBOR 3M 0.0000 0.102444 0.0000 

Source: Own computations 

 

Table 1 shows us the tests of stationarity used. As we can see, the results demonstrate 

that the variables used in the model are all stationary in all three tests. Exception makes 

the import which, according to ADF test, it turned out to be nonstationary. Therefore, in 

addition we performed another two stationary tests to strengthen the result (e.g. KPSS, 

PP) and based on them has been proved that also the import is a stationary variable.  

Accordingly, these results confirm that the stationarity is not a problem anymore in our 

model. After the stationarity was determined, we need to identify an appropriate VAR(p) 

model for the mentioned variables. 
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Figure 4: Residual Serial Correlation 

 

Source: Own computations 

 

To test the validity of the model it is necessary first to check the residue quality. Thus, in 

figure 4 we tested the presence of residual autocorrelation and the null hypothesis of the 

test is that the series does not show autocorrelation of the residues. As we can see in this 

figure, the probabilities associated with LM test for all the 4 lags are higher than the 5% 

significance threshold, so the residuals are not correlated with each other and the VAR 

(1,1) model correctly captured the dynamics of the system. 
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Figure 5: Stability of the model 

 

Source: Own computations 

 

The next step in confirming the stability of the model is to check if the roots are inside the 

unit circle. As we can see the results from figure 5, they are all less than 1 so the 

conclusion is that all the roots are inside the unit circle. Based on these, we can confirm 

that the VAR (1,1) model is stable and the impulse response function is not explosive, so 

it can be studied. For a completion of the obtained results we can see the graphical 

representation in Appendix 2. 

Regarding the residual normality test, its null hypothesis says that the residues come from 

a normal distribution. Thus, as presented in the figure from Appendix 1, the components 

of the tests are FDI, ROBOR 3M, export, import, HICP and unemployment rate, in this 

order. The results show us that are 2 variables in which case the null hypothesis is 

accepted, the export and the HICP, because their probability is greater than 5%. 

Another step is studying the Granger-causality statistics which examine the prediction of 

one variable to another. The results of this test can be found in Appendix 4 and 5 and 
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they tell us that the variables do not have a Ganger causality to others, only ROBOR 3M 

helps to predict the export, import and the unemployment rate at the 5% significance level. 

 

Figure 8: Impulse - response function 

 

Source: Own computations 

 

In figure 8 we can observe the impulse-response function which illustrates the response 

of present and future values of each of the variables to a one unit increase in the present 

value of one of the VAR (1,1) errors. In our case, a significant chart from all the above is 
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the response of FDI to a shock on ROBOR 3M which tell us that the increase of ROBOR 

3M will generate a globally decrease in loans and this will lead to a decrease in level of 

FDI. Also, is expected that a decrease of FDI will generate an increase of unemployment 

rate. Another significant chart illustrates the response of HICP to a shock from 

unemployment rate. These two variables are correlated by the Philips curve which says 

that in the short term, an unemployment increase will generate a HICP decrease due to 

the inflation diminution. At the last, we can affirm that the reverse relationship between 

unemployment and HICP leads to a decrease of the exchange rate RON/EUR. On the 

other hand, if the HICP would increase above the level of inflation, will expect also an 

increase in exchange rate because the prices of imported goods will be much higher. 

 

Figure 9: Variance decomposition 

 

Source: Own computations 
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Further we will analyze the variance decomposition which illustrates to what extent a 

certain variable can explain the evolution of the variant of another variable. This measures 

the contribution of each shock at the level of the projection error variant. In this model, 

the variance of an endogenous variable explains to a small extent the variance of another 

endogenous variable. For example, the ROBOR 3M variance explains less than 10% of 

the FDI variance. 

 

Figure 10: Historical decomposition 

 

Source: Own computations 

 

In the end, in figure 10 we can observe the historical decomposition of the variables which 

represents the contribution of each innovation to each endogenous variable in the model 
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of each historical point of time. We can see which shock was more important in 

determining the historical evolution of a variable. A clear shock can be observed in the 

case of HICP and unemployment rate, these two variables being inversely proportional. 

 

5. Conclusions 

Following the analysis, we can confirm the relationship between foreign direct 

investments and the economic growth. The study approves that attracting foreign capital 

from foreign sources is helpful for an economy even if there are some circumspect points 

of view to this aspect. Capital from foreign sources helps companies from the host country 

to develop and to adopt new technologies and managerial ideas for a better working.  

Another conclusion that can be drawn is the impact of the COVID-19 pandemic which led 

to a decrease in the FDI inflows and by default the economic growth level. The GDP 

influencing factors have changed over time following the process of globalization. In our 

study, we found that among the most significant influencing factors counts the export and 

the import, the unemployment rate, the harmonized index of consumer prices also the 

ROBOR 3M which also represent the variables used within the VAR (1,1) model.  

In order to elaborate the VAR (1,1) model we followed some ordinary steps such as the 

stationarity of the model, the residuals autocorrelation and the stability of the model. 

Following the VAR model resulted several relationships between the used variables such 

as the one between unemployment rate and harmonized index of consumer prices which 

is defined by Phillips curve like a reverse relationship. Also, we can mention again the 

response of FDI to a shock on ROBOR 3M which tell us that the increase of ROBOR 3M 

will generate a globally decrease in loans and this will lead to a decrease in level of FDI. 

All this being said, we can conclude that our research paper is based on the economic 

theory and it wanted to illustrate the shocks suffered by the Romanian economy during 

2003-2020 period also to capture the impact of the coronavirus pandemic on its economy. 
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Appendix 

 

Appendix 1: Residual Normality Test 

 

Source: Own computations 
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Appendix 2: Stability of the model 

 

Source: Own computations 

Appendix 3: Residuals 

 

Source: Own computations 
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Appendix 4: Granger causality (1) 

 

Source: Own computations 
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Appendix 5: Granger causality (2) 

 

Source: Own computations 
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Appendix 6: Residual Correlograms 

 

Source: Own computations 
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This paper aims to analyze the European Union (EU) sovereign CDSs in terms of forecasting volatility performance of six 

selected GARCH-class models. Considering that EU countries have different behaviors in terms of financial market activity, different 

levels of sovereign default risk and different political and economic stability, it is important to analyze the volatility of the Central and 

Eastern European (CEE) countries versus Western European (WE) countries and to test if there is one single GARCH-class model 

that outperforms the rest or if there are different models according to the Central-East/West delimitation.   

The choice in using GARCH-class models as forecasting instruments is due to their predictive power and their capability 

to forecast the volatility of numerous financial instruments, commodities, or stocks. I have selected 6 GARCH models (GARCH (1,1), 

EGARCH, APARCH, GJR-GARCH, TGARCH, and IGARCH) due to their particular advantages when forecasting financial 

instruments.  The steps of my research consist of analyzing descriptive statistics of the CDS spreads and the log-returns, choosing 

to use log-returns due to normalization, using ADF unit root test to test the presence of a unit root, applying ARCH LM test to 

discover if data present ARCH effects so I can test the selected GARCH-class models and, finally, to apply the criteria for the results 

of the six GARCH-class models (LL, AIC, SIC, and HQIC). 

The results showed that for the 30 days out-of-sample period, GJR-GARCH model outperformed the rest, for the 90 days 

out-of-sample period, both GARCH (1,1) and IGARCH were the most appropriate models and the 180 days out-of-sample values 

present GARCH (1,1) as the best model for the majority of the selected countries. Regarding the CEE/WE delimitation, the CDS 

volatility of countries from CEE is better forecasted by GARCH (1,1) in all the out-of-sample periods, while the CDS volatility of 

countries from WE has different outperformers according to the out-of-sample period: for 30 days out-of-sample period the best 

model is GJR-GARCH, for 90 days out-of-sample are both GJR-GARCH and IGARCH and for the 180 days out-of-sample period is 

APARCH. 
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Introduction 

 

Forecasting the volatility of financial instruments has always been an engaging research 

topic considering prediction as an important tool in managing market risk, one of the 

major risks for banks, investors and financial institutions.  

Credit Default Swap (CDS) is the most widely used type of credit derivative and it is a 

transaction in which the buyer transfers the risk of a credit event to the seller, in 

exchange for a period premium payment. CDSs are often used in hedging risk, 

arbitrage, or even in making profit, for example if the risk is underpriced. CDS spreads 

are widely analyzed from the development and influence perspective but there is a gap 

in this research field on the forecasting performance, especially on the sovereign 

European CDSs. The instruments used in the research are GARCH-class models due 

to their predictive power and their capability to forecast the volatility of numerous 

financial instruments, commodities or stocks.  

The motivation of this research can be divided according to two objectives: firstly, to 

see if one of the stated GARCH models is outperforming the rest by analyzing each 

country from the EU, and secondly, to divide the countries by Central-East/West 

partition and to analyze if there exists one better model for all or if there are differences 

in terms of forecasting performances. In order to assess the prediction fitness, there are 

used four different criteria tests: LL, AIC, SIC and HQIC. 

Credit default swaps are contracts that offer credit protection, in return of a periodic 

premium, in the case of a predefined event. The international quoting convention 

implies an annual premium set as a specific percentage of the notional amount of the 

obligation. The CDS market brings advantages for both sides: the buyers of the 

protections reduce credit concentration while sellers, without funding the position, 

increase the income by taking credit exposure. CDSs are the invention of JP Morgan in 

1994 in order to reduce excess credit risk and increase the loan capabilities for 

commercial banks (Girish, 2010).  
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One of the first CDS written by JP Morgan was to offer a credit line of $5 billion to Exxon 

without decreasing the flexibility of the balance sheet. JP Morgan sold the credit risk to 

the European Bank of Reconstruction and Development, paid a periodic fee and 

received the credit insurance from the bank.  

CDS contracts can be majorly divided according to two perspectives: 

- by reference entity number: one entity (single-name CDSs) or multiple entities 

(multi-name CDSs)  

- by reference entity type: corporate or sovereign 

Single-name CDSs provide protection for a single entity, either sovereign or corporate, 

while multi-name CDSs reference multiple entities, including index products, basket 

products and CDS tranches. The most recent report from Bank for International 

Settlements (BIS) showed that, at the end of June 2019, the notional amount of CDS 

contracts of $7.8 trillion, with 4.1% less than one year before. Single-name CDS 

notional amount declined with 9.4% and multi-name CDS notional amount increase by 

1% , compared with the end of June, 2018. 

 
 

Figure 1: Global CDS Notional in US$ Trillion 
Source: Bank of International Settlements November 2019 Report 
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Even though both corporate and sovereign CDS types are developed in order to protect 

against a credit event, there are also important differences between those two: purpose, 

credit events that trigger the payment and currency in which contracts are denominated. 

For example, according to Fontana and Scheicher (2010), the sovereign CDSs can be 

used also for hedging against country risk, combining short and long positions in two 

different countries and apply arbitrage trading by buying or selling both corporate bonds 

and CDS contracts. In a report published in November 2019 by International Swaps and 

Derivative Association (ISDA), it shows the evolution of single-name CDS market 

activity by reference entity type. The 2nd quarter of 2019 shows a decrease of $0.2 

trillion in the market activity of corporate CDSs and a decrease of $0.1 trillion in the 

market activity of sovereign CDSs. On the other hand, the last quarter of 2018 shows 

similar values as the 2nd quarter of 2019. We can observe a higher fluctuation in 

sovereign CDSs than corporate ones. 

 

 

Figure 2: Single-name CDS market activity by reference entity type in US$ Trillion 

Source: ISDA September 2019 Report 
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Literature review 

Engle (1982) developed the famous ARCH (Autoregressive Conditional 

Heteroscedasticity) model, an accurate design in forecasting financial time series by 

connecting the variance of the current error term with the size of the previous ones. 

Four years later, Tim Bollerslev upgraded the ARCH model to a generalized form called 

GARCH (Generalized Autoregressive Conditional Heteroscedasticity) that is a better fit 

for data with heteroskedasticity and volatility clustering. This was the starting point of 

numerous GARCH models that developed later with unique characteristics and 

differences.  

Engle and Bollerslev (1986) introduced an integrated GARCH model (IGARCH) that 

keeps variance persistent as information of today is important in estimations for all 

horizons. Nelson (1991) the exponential GARCH (EGARCH) model that allows the 

conditional volatility to have asymmetric relation with past data, happening usually when 

there is an abrupt drop in stock price caused by bad news that increases volatility more 

than in the case of an abrupt increase due to good news.  

Two years later, Glosten, Jaganathan and Runkle (1993) developed a new GARCH 

model, the GJR (Glosten-Jagannathan-Runkle) one that allows the conditional variance 

to act following past positive and negative innovations. Also, it gathers the asymmetric 

shocks, both positive and negative, and adds a multiplicative dummy variable to check 

whether there is statistically significant considering the variation of the shocks.  

In the same year, Ding, Grange, and Engle extended the ARCH model to the 

asymmetric power version, the APARCH, similar to the GJR-GARCH model that 

captures the differences in return volatility but also yield the long-memory property of 

returns.  

Zakoian (1994) developed the TGARCH (Threshold GARCH) model that is very similar 

to the GJR-GARCH, the only difference being that the variance was replaced with the 

standard deviation. 
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Due to their predictive power, GARCH class models have been intensively used in 

forecasting volatility of different financial instruments. Most of the studies are focused on 

stock markets (Gökbulut and Pekkay, 2014; Srinivasan and Ibrahim, 2010; Onwukwe et 

al, 2011; Liu and Hung, 2010; Pillbeam and Langeland, 2015), exchange rates (Cheong 

Vee et al., 2011;) or commodity markets like oil (Agnolucci, 2009; Kang et al., 2009; Wei 

et al., 2010; Mohammadi and Su, 2010; Wang et al., 2010;) or energy markets, metals 

and corn (Shen and Ritter, 2016; Bentes, 2015; Musunuru et al., 2013). 

The main study used as a reference and as starting point in this research is an article by 

S. Sabkha, C. de Peretti and D. Hmaied published in 2018. Their main objective was to 

develop specialized literature and to study also the GARCH model performance in 

predicting sovereign CDS. They used a dataset that consists of daily 5-year sovereign 

CDS spreads from 38 worldwide countries from five geopolitical regions: Western and 

Eastern Europe, North and South America and Asia. In their analysis they tested 9 

univariate GARCH models (GARCH (1,1), EGARCH, GJR-GARCH, APARCH, 

IGARCH, FIGARCH, FIEGARCH, FIAPARCH and HYGARCH) by applying in and out of 

sample methodology (from 2014 to 2017 was the out-of-sample dataset). The ranking in 

terms of predicting performance was set by seven information criteria: MSE, MAE, 

HMSE, HMAE, QLIKE, MLAE and R^2LOG. The results showed that non-linear models 

are better in out-of-sample predictions due to leverage effects, long-memory behavior 

and the asymmetric dependencies in the volatility process. From the tested ones, the 

FIGARCH and FIEGARCH models outperformed the rest in forecasting sovereign CDS 

volatility in the out-of-sample dataset but in the in-the-sample dataset, no model 

appeared to be more accurate than the rest for the selected countries. 
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Data 

The database used for this study consists of daily 5-year sovereign CDS spreads 

denominated in euros for almost all European Union countries, having some exceptions: 

Finland, Malta and Netherlands do not have sovereign CDSs denominated in euro, 

Greece stopped having CDSs denominated in euro since 2018 and Luxemburg which 

was excluded due to liquidity issues. The data was retrieved from the Thomson Reuters 

platform for a period of almost ten years, from 28th April 2009 and 31st December 

2019, this timeframe being selected according to the availability of liquid data. The 

delimitation between Western and Central and Eastern European (CEE) Union 

countries was made as follows: in the Western sample I have included Belgium, France, 

Germany, Italy, Denmark, Ireland, United Kingdom (even though UK has left European 

Union on 31st January 2020, it was still a member country during my database 

timeframe), Portugal, Spain, Austria, Sweden. The CEE Union countries (according to 

the European Commission, 2015) are: Czech Republic, Estonia, Latvia, Lithuania, 

Hungary, Poland, Slovenia, Slovakia, Cyprus, Bulgaria, Romania and Croatia. 

Objectives and methodology 

The main objective of this study is to assess GARCH-class models forecasting 

performance of European Union sovereign CDS volatility and to select which models 

outperform the rest. Considering that European Union countries have different 

behaviors in terms of financial market activity, different levels of sovereign default risk 

and different political and economic stability, the second objective is to analyze the 

Central and Eastern European Union countries versus Western European Union 

countries in terms of volatility and to test if there is one single GARCH-class model that 

outperforms the rest or if there are different models according to the Central-East/West 

delimitation.  

Considering the lack of studies on this exact topic and that the research topic focuses 

on exploratory, not explanatory, reasons, it is very difficult to create certain hypotheses.  
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Nevertheless, by analyzing the previous articles, we can observe that there is not a 

single GARCH-class models that outperforms the rest; they are different according to 

the type of financial instrument, commodity or stock they forecast or different in terms of 

national financial development and economic growth.  

The first hypothesis is that there won’t be a single most appropriate GARCH-class 

model, but there would be different models for certain countries. I consider the empirical 

results would rather be in terms of majority best, not in absolute best. 

Regarding my second objective, it is very important to take into consideration that 

volatility in Central and Eastern European Union countries is significantly higher, so the 

second hypothesis is that for Central and Eastern European Union sovereign CDSs 

there will be one GARCH-class model better in forecasting the volatility and for the West 

European Union sovereign CDSs there will be a different one. 

With respect to some representative studies related to this research (Agnolucci, 2008; 

Wei et al., 2010; Srinivasan and Ibrahim, 2010; Bouri et al., 2017; Sabkha, 2018), I have 

selected 6 univariate GARCH-class models: GARCH (1,1), EGARCH, GJR-GARCH, 

APARCH, TGARCH and IGARCH. These models are among the most popular and 

widely used GARCH-class models in forecasting the volatility of financial instruments.  

The general GARCH (p, q) model states that variance is influenced by its past values 

and by the past values of the shocks which are captured by lagged terms and, 

respectively, residuals. It has the following formula: 

                   where                   

 

    
       ∑    

  

   

      
  ∑    

  

   

      
  

Where       is a financial time series, i is a given country from the sample and      and 

     are respectively conditional mean and conditional volatility. 
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GARCH (1,1) model is based on the assumption that forecasts of time varying variance 

depend on the lagged variance of the asset. An unexpected increase or decrease in 

returns at time t will generate an increase in the expected variability in the next period 

and it has the following formula: 

    
           +          

 +          
  

IGARCH model developed by Engle and Bollerslev, keeps the variance persistent and 

the main difference, compared to GARCH (1,1), is that parameters α and β, when 

summed, must equal 1. It can be translated as following: 

    
            

 +              
  

The Exponential GARCH (EGARCH) model proposed by Nelson (1991) is specifically 

designed to capture the asymmetry shock to the conditional variance. In the EGARCH 

model the natural logarithm of the conditional variance is allowed to vary over time as a 

function of the lagged error terms rather than lagged squared errors. 

ln(    
 ) =            ln(    

 ) +    g(      ) where 

g(    ) =        +  [|    | - E(|    |)] 

Glosten et al. (1993) proposed a model that allows the sign and the amplitude of the 

innovations to affect the conditional volatility separately, GJR-GARCH. The asymmetric 

leverage effect is represented in the following formulation of the GJR-GARCH model: 

    
                 

  +               
  +           

  

where    , a dummy variable, equals to 0 when    is positive and 1 otherwise. 

APARCH model (Ding et al., 1993) is the first GARCH model developed to take into 

consideration the long-range persistence of financial assets variance. The volatility can 

be long-memory and it has the following formula: 

    
                   

   -            +           
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TGARCH model developed by Zakoian (1994) is unique by using standard deviation 

instead of using variance:  

     =     +          (       | -         ) +            

The forecasting process of the CDS volatility has followed the study of Wei et al. (2010): 

the CDS times series’ timeline is divided into two sub periods: the in-sample volatility 

estimation is conducted from 28th April, 2009 to December 31st, 2018 and the out-of-

sample model forecasts that focus on last two years, from January 1st, 2019 to 

December 31st, 2019, with 30 days, 90 days and 180 days forecasting period.  

The performance of a model over another one cannot be decided considering a single 

error statistic since each criterion may be more and less relevant from one case to 

another. Following the methodology from several studies (Gökbulut and Pekkay, 2014; 

Srinivasan and Ibrahim, 2010; Bouri et al, 2017), there will be used four values that will 

determine the best GARCH model in forecasting CDS volatility: Log Likelihood, Akaike 

Info criterion, Schwarz criterion and Hannan-Quinn criterion.  

Log Likelihood (LL) estimation is a method that determines values for the parameters 

of a model. The parameter values are found such that they maximize the likelihood that 

the process described by the model produced the data that were actually observed. 

Akaike information criterion (AIC) is a fined technique based on in-sample fit to 

estimate the likelihood of a model to predict/estimate the future values. 

The Schwarz Criterion (SBIC) is a measure to help in the selection between candidate 

models. Using this criterion, the best model is the one with the lowest SC. This criterion 

takes into account both the closeness of fit of the points to the model and the number of 

parameters used by the model. 

The Hannan-Quinn information criterion (HQIC) is a measure of the goodness of fit 

of a statistical model and is often used as a criterion for model selection among a finite 

set of models. 
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Results 

Descriptive statistics are brief descriptive coefficients that summarize a given data set. 

Table 3. and Table 4. present the descriptive statistics for the CDS spreads and for the 

returns that were calculated as ln(                   ). 

By analyzing the descriptive statistics in Table 1. of the sovereign CDS spreads, it can 

be observed that the selected countries present different levels of credit risks, this being 

demonstrated by the CDS spreads that vary from 5 bp (Germany) to 1674.22 bp 

(Cyprus) and by the mean of the daily CDS spreads ranging from 18.17 bp (Germany) 

to 411.06 bp (Cyprus).Standard deviation values show that there are important 

differences between the analyzed sovereign markets in terms of volatility: the least 

volatile CDS market is Germany (14.57 bp) and the most volatile CDS market is Cyprus 

(387.52 bp). 

Table 1: Descriptive statistics of CDS spreads 

 

 

 Variable Obs Mean Std. Dev Min Max

Austria CDS spread 2,786 34.18 32.98 5.76 159.23

Belgium CDS spread 2,786 54.92 59.46 7.86 341.98

Bulgaria CDS spread 2,786 155.72 82.56 59.59 427.65

Croatia CDS spread 2,786 237.11 101.98 55.47 559.69

Cyprus CDS spread 2,786 411.06 387.52 70.00 1674.22

Czech Republic CDS spread 2,786 60.78 29.64 30.92 177.91

Denmark CDS spread 2,786 26.54 28.85 5.04 147.06

Estonia CDS spread 2,786 83.91 56.98 42.92 442.50

France CDS spread 2,786 38.02 32.58 5.74 171.56

Germany CDS spread 2,786 18.17 14.57 5.00 79.29

Hungary CDS spread 2,786 205.83 123.43 67.41 661.24

Ireland CDS spread 2,786 166.15 216.70 11.43 1191.16

Italy CDS spread 2,786 141.92 93.22 42.04 498.66

Latvia CDS spread 2,786 160.22 158.02 38.45 791.30

Lithuania CDS spread 2,786 137.48 103.97 41.72 570.00

Poland CDS spread 2,786 93.48 49.49 43.51 300.89

Portugal CDS spread 2,786 279.37 297.20 20.39 1521.45

Romania CDS spread 2,786 177.09 99.19 64.93 438.35

Slovakia CDS spread 2,786 74.68 55.61 34.87 285.15

Slovenia CDS spread 2,786 133.43 95.80 48.00 448.67

Spain CDS spread 2,786 120.59 103.32 13.54 492.07

Sweden CDS spread 2,786 19.82 15.87 5.64 82.50

UK CDS spread 2,786 37.12 21.05 10.76 102.00
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Table 2. presents the descriptive statistics of the log-returns of the CDS spreads. The 

log-returns are better than the raw CDS spreads in terms of normalization, measuring 

all variables in a comparable metric, and it is easier for calculations and tests in a time 

series type of data.  

Table 2. Descriptive statistics of log returns CDS spreads 

 

 

As evidence, Figure 3. shows, in a graphical format, the fluctuations of the spreads and 

of the returns over the selected time frame (2009-2019). The CDS spreads graphs look 

noisy (many fluctuations), while the log-returns graphs are smoother. Considering the 

arguments presented above, the log-returns of CDS spreads will be used further in the 

research. 

 Variable Obs Mean Std. Dev Min Max

Return Austria CDS spread 2,786 -0.001079 0.045259 -0.456027 0.401864

Return Belgium CDS spread 2,786 -0.000790 0.048205 -0.335181 0.322328

Return Bulgaria CDS spread 2,786 -0.000633 0.024387 -0.319506 0.291857

Return Croatia CDS spread 2,786 -0.000625 0.022266 -0.248896 0.232351

Return Cyprus CDS spread 2,786 -0.000144 0.033471 -0.460665 0.406762

Return Czech Republic CDS spread 2,786 -0.000535 0.024907 -0.318454 0.302281

Return Denmark CDS spread 2,786 -0.000876 0.062717 -0.339902 0.339902

Return Estonia CDS spread 2,786 -0.000782 0.024491 -0.193091 0.200671

Return France CDS spread 2,786 -0.000659 0.048332 -0.265987 0.467399

Return Germany CDS spread 2,786 -0.000767 0.062500 -0.507129 0.590115

Return Hungary CDS spread 2,786 -0.000680 0.023494 -0.240535 0.272536

Return Ireland CDS spread 2,786 -0.001010 0.032424 -0.331071 0.253736

Return Italy CDS spread 2,786 -0.000221 0.041783 -0.451978 0.332625

Return Latvia CDS spread 2,786 -0.000953 0.020129 -0.216244 0.165954

Return Lithuania CDS spread 2,786 -0.000847 0.020002 -0.230202 0.156843

Return Poland CDS spread 2,786 -0.000547 0.027736 -0.336472 0.245449

Return Portugal CDS spread 2,786 -0.000428 0.040606 -0.590042 0.305382

Return Romania CDS spread 2,786 -0.000666 0.021226 -0.222876 0.225297

Return Slovakia CDS spread 2,786 -0.000440 0.028329 -0.287682 0.275706

Return Slovenia CDS spread 2,786 -0.000224 0.026457 -0.223144 0.274437

Return Spain CDS spread 2,786 -0.000563 0.048670 -0.550790 0.523923

Return Sweden CDS spread 2,786 -0.000892 0.082875 -0.513925 0.532126

Return UK CDS spread 2,786 -0.000739 0.050824 -0.479610 0.283635
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Figure 3. Graphs of CDS spreads and returns 
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In order to test if the time series present a unit root, I have applied the Augmented 

Dickey Fuller-Test (ADF), a procedure developed by Dickey and Fuller in 1979. The null 

hypothesis is that the data has a unit root. Table 3. presents the test statistics and the 

critical values, from which it is overwhelmingly clear that the null hypothesis of unit root 

presence is rejected.  

Table 3. ADF Unit Root Test Results 

 

Autoregressive conditional heteroscedastic (ARCH) effects are observed in time series 

that exhibit conditional heteroscedasticity – or autocorrelation in the squared series. 

Engle’s ARCH test is a Lagrange multiplier test to assess the significance of ARCH 

effects.  

Variable 
Test 

Statistic

1% 

Critical 

value

5% 

Critical 

value

10% 

Critical 

value

Return Austria CDS spread -50.37 -3.43 -2.86 -2.57

Return Belgium CDS spread -51.87 -3.43 -2.86 -2.57

Return Bulgaria CDS spread -40.53 -3.43 -2.86 -2.57

Return Croatia CDS spread -41.43 -3.43 -2.86 -2.57

Return Cyprus CDS spread -51.15 -3.43 -2.86 -2.57

Return Czech Republic CDS

spread
-44.73 -3.43 -2.86 -2.57

Return Denmark CDS spread -61.87 -3.43 -2.86 -2.57

Return Estonia CDS spread -51.75 -3.43 -2.86 -2.57

Return France CDS spread -48.14 -3.43 -2.86 -2.57

Return Germany CDS spread -55.47 -3.43 -2.86 -2.57

Return Hungary CDS spread -41.70 -3.43 -2.86 -2.57

Return Ireland CDS spread -43.19 -3.43 -2.86 -2.57

Return Italy CDS spread -38.18 -3.43 -2.86 -2.57

Return Latvia CDS spread -47.57 -3.43 -2.86 -2.57

Return Lithuania CDS spread -44.09 -3.43 -2.86 -2.57

Return Poland CDS spread -39.53 -3.43 -2.86 -2.57

Return Portugal CDS spread -37.27 -3.43 -2.86 -2.57

Return Romania CDS spread -43.62 -3.43 -2.86 -2.57

Return Slovakia CDS spread -50.32 -3.43 -2.86 -2.57

Return Slovenia CDS spread -46.78 -3.43 -2.86 -2.57

Return Spain CDS spread -50.71 -3.43 -2.86 -2.57

Return Sweden CDS spread -65.16 -3.43 -2.86 -2.57

Return UK CDS spread -62.35 -3.43 -2.86 -2.57
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I have tested up to four lags, the maximum allowed by my data series (and the 

program). As presented in Table 4., all the tested returns present ARCH effects, 

excepting Cyprus and Germany when testing with four lags. Considering that for the first 

three lags these countries present ARCH effects and because the values are not very 

high (0.09 and 0.06) compared with the critical value of 0.05, I have decided to keep 

them and test the GARCH model on them too.   

Table 4. ARCH LM Test Results 

 

Variable

Return Austria

CDS spread
10.7140 0.0011 9.1220 0.0105 10.0340 0.0183 60.9590 0.0000

Return Belgium

CDS spread
372.3970 0.0000 260.1770 0.0000 222.5090 0.0000 138.4540 0.0000

Return Bulgaria

CDS spread
19.1970 0.0000 161.2700 0.0000 162.1730 0.0000 93.5760 0.0000

Return Croatia

CDS spread
24.5440 0.0000 216.5100 0.0000 234.3500 0.0000 193.5220 0.0000

Return Cyprus

CDS spread
5.9570 0.0147 10.1730 0.0062 21.9400 0.0001 7.9270 0.0943

Return Czech

Republic CDS

spread

27.9080 0.0000 378.9630 0.0000 433.7070 0.0000 369.3260 0.0000

Return Denmark

CDS spread
257.4790 0.0000 205.9680 0.0000 121.1910 0.0000 108.5610 0.0000

Return Estonia

CDS spread
33.5250 0.0000 100.0160 0.0000 101.9280 0.0000 117.4230 0.0000

Return France

CDS spread
29.0180 0.0000 43.8760 0.0000 46.1620 0.0000 27.1810 0.0000

Return Germany

CDS spread
146.0670 0.0000 18.4100 0.0001 20.3290 0.0001 8.8760 0.0643

Return Hungary

CDS spread
198.4110 0.0000 162.3460 0.0000 163.5410 0.0000 194.7040 0.0000

Return Ireland

CDS spread
118.3080 0.0000 174.0350 0.0000 127.8870 0.0000 197.1870 0.0000

Return Italy

CDS spread
28.5280 0.0000 82.9720 0.0000 85.3030 0.0000 101.5910 0.0000

Return Latvia

CDS spread
15.7910 0.0001 26.1330 0.0000 17.5790 0.0005 21.8060 0.0002

Return Lithuania

CDS spread
28.1220 0.0000 75.1080 0.0000 59.5190 0.0000 53.1040 0.0000

Return Poland

CDS spread
76.1730 0.0000 445.3640 0.0000 384.0200 0.0000 263.9630 0.0000

Return Portugal

CDS spread
34.0230 0.0000 19.5590 0.0001 237.0150 0.0000 202.5500 0.0000

Return Romania

CDS spread
75.7730 0.0000 151.7350 0.0000 149.6430 0.0000 117.9750 0.0000

Return Slovakia

CDS spread
51.9980 0.0000 170.1440 0.0000 143.9890 0.0000 170.5650 0.0000

Return Slovenia

CDS spread
68.5330 0.0000 98.5940 0.0000 32.3080 0.0000 48.9940 0.0000

Return Spain

CDS spread
484.1540 0.0000 528.6010 0.0000 210.9710 0.0000 46.4480 0.0000

Return Sweden

CDS spread
170.8590 0.0000 169.7800 0.0000 60.5140 0.0000 95.3410 0.0000

Return UK CDS

spread
139.0750 0.0000 77.6690 0.0000 91.6680 0.0000 67.5130 0.0000

PProb>Chi2 Chi2  Prob>Chi2

Lags(1) Lags(2) Lags(3) Lags(4)

Chi2 PProb>Chi2 Chi2 PProb>Chi2 Chi2
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The selected GARCH-class models (GARCH (1,1), EGARCH, GJR-GARCH, APARCH, 

TGARCH, IGARCH) were applied to all 23 EU countries, as well as the four tests that 

will assess which GARCH model is the better fit for each country.  

Table 5. presents the values for 30 days out-of-sample period. GARCH (1,1) was the 

most appropriate model regarding sovereign CDS forecasting for Bulgaria, Croatia, 

Cyprus, Estonia; EGARCH fitted the best the Romanian sovereign CDS; GJR-GARCH 

resulted as the best for Belgium, Ireland, Poland, Portugal, Slovakia, Spain and 

Sweden; APARCH forecasted the best the CDS from Czech Republic, Denmark, Italy 

and Slovenia; TGARCH was not the most appropriate model for any country and 

IGARCH is the most appropriate model Austria, France, Germany, Hungary, Lithuania 

and UK.  

As we can observe, for some specific countries and some specific models (Belgium – 

EGARCH, Estonia – APARCH, etc.) and even for all model in the case of Latvia, it 

appears FLL which means flat log-likelihood encountered, an error message that 

appeared in my econometrics program while testing the models. Econometrics software 

often uses the maximum likelihood method to estimate the parameters of a model. 

Behind this method is an optimization function (seeks to maximize the likelihood 

function of your model). If the maximization process does not achieve the desired 

results, it will give an error. In this case, the likelihood function does not reach the 

maximum but falls into a flat area, so the optimization function stops and reports this 

error. 

As a conclusion for the 30 days out-of-sample period forecasting performance, the GJR-

GARCH is the best fit for most countries (7 countries), followed closely by IGARCH 

model (6 countries) and GARCH (1,1) and APARCH, both for the 4 countries and 

EGARCH for 1 country. 
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Table 5. 30 days out-of-sample results 

 

Table 6. presents the results for the 90 days out-of-sample period regarding forecasting 

sovereign CDS. For Bulgaria, Croatia, Czech Republic, Estonia, Poland and Portugal, 

the most appropriate model is GARCH(1,1); for Ireland, Italy and Latvia is EGARCG 

model; GJR-GARCH is the best model for Austria, France, Lithuania and UK; APARCH 

and TGARCH were the most appropriate models for two countries: Belgium and 

Denmark and, respectively, Cyprus and Hungary; for Germany, Romania, Slovakia, 

Slovenia, Spain and Sweden the most fit model is IGARCH. Similar to the case of 30 

days out-of-sample results, there were particular countries on which I couldn’t test 

specific models due to the log likelihood error (FLL).  

The conclusion for this out-of-sample period is that IGARCH model was the most 

appropriate model in the case of 6 countries, GARCH (1,1) also for 6 countries; GJR-

GARCH is the choice for 4 countries, EGARCH for 3 countries and APARCH and 

TGARCH for 2 countries.  
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Table 6. 90 days out-of-sample results 

 

 In Table 7. there are the results for the 180 days out-of-sample period. GARCH (1,1) is 

the most appropriate model for Bulgaria, Croatia, Czech Republic, Estonia, Hungary, 

Latvia, Poland and Slovakia; EGARCH is the best model for France, Italy and Spain; 

GJR-GARCH resulted the best fit for two countries: Austria and Lithuania. The APARCH 

model is the most appropriate for forecasting sovereign CDS volatility for Belgium, 

Cyprus, Denmark, Ireland, Portugal and UK; TGARCH wasn’t the best choice for any 

country and IGARCH fitted Germany, Romania, Slovenia and Sweden.  

Similar to the case of 30 days out-of-sample results and 90 days out-of-sample results, 

there were particular countries on which I couldn’t test specific models due to the log 

likelihood error (FLL).  

The conclusion for 180 days out-of-sample period is that GARCH (1,1) model was the 

most appropriate model in the case of 8 countries, followed by APARCH in the case of 6 

countries; IGARCH is the choice for 4 countries, EGARCH for 3 countries, GJR-GARCH 

for 2 countries and TGARCH for no country.  
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Table 7. 180 days out-of-sample results 

 

Regarding the first hypothesis stated prior the research, that there won’t be a single 

most appropriate GARCH-class model, but there would be different models for certain 

countries, the results for all three out-of-sample periods show that the hypothesis is 

accepted. In each of the out-of-sample periods, some countries’ sovereign CDS 

volatility was forecasted better by some models and other countries’ CDS volatility by 

other models. In addition of that, the same country’s sovereign CDS volatility had 

different chosen models according to the forecasted period: for example, Hungary’s 

sovereign CDS volatility was forecasted the best by IGARCH model in the 30 days out-

of-sample period, by TGARCH in the 90 days out-of-sample period and by GARCH 

(1,1) in the 180 days out-of-sample period. There are also countries, for example 

Bulgaria, for which GARCH (1,1) was the most appropriate model in forecasting 

sovereign CDS volatility, no matter the out-of-sample period. Table 10 presents the 

number of countries for each out-of-sample period according to the model it forecasted 

the sovereign CDS volatility the best.  
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Table 8. Overview of the GARCH models performance by number of countries 

 

In order to achieve my second objective and to test the related hypothesis, I have split 

the countries according to Central-East/West delimitation. Tables 9 and 10 show the 

results for 30 days out-of-sample period for countries from Central and Eastern Europe 

and respectively for Western Europe. By analyzing the results, we can observe that the 

most appropriate model for the majority of the countries in Central and Eastern Europe 

is GARCH (1,1) for 4 countries, GJR-GARCH, APARCH and IGARCH for 2 countries 

and TGARCH for no countries. On the other hand, the Western European countries 

show a more drastic partition: 5 countries had the best results in forecasting sovereign 

CDS volatility by using GJR-GARCH model, 4 countries by using IGARCH model and 2 

countries by using APARCH model. GARCH (1,1), EGARCH and TGARCH weren’t the 

most appropriate model for any of the Western European countries in the 30 day out-of-

sample period.  

Table 9. 30 days out-of-sample results CEE countries 
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Table 10. 30 days out-of-sample results WE countries 

 

Tables 11 and 12 present the results for the 90 days out-of-sample period according to 

the Central-Eastern/Western delimitation. 5 from the Central and Eastern European 

countries have GARCH (1,1) model as the most appropriate model in forecasting 

sovereign CDS volatility, 3 countries have IGARCH, 2 countries have TGARCH model, 

1 country has EGARCH and 1 country has GJR-GARCH. The Western European 

countries present a rather balanced view: GJR-GARCH and IGARCH are the best 

models for 3 countries, APARCH and EGARCH are the most appropriate model for 2 

countries and 1 country has as the best fit the GARCH (1,1) model.  

Table 11. 90 days out-of-sample results CEE countries 
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Table 12. 90 days out-of-sample results WE countries 

The divided results between Central and Eastern and Western European countries for 

the 180 days out-of-sample period are displayed in Table 13 and 14. The Central and 

Eastern European countries results show clear that GARCH (1,1) is the most 

appropriate model for the majority of the states (8), while IGARCH fit 2 countries and 

GJR-GARCH and APARCH 1 country each. Regarding Western European countries, 

the results are slightly more balanced: APARCH fit 5 countries, EGARCH fit 3 countries, 

IGARCH was the best model for 2 countries and GJR-GARCH fit only 1 country.  

Table 13. 180 days out-of-sample results CEE countries 
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Table 14. 180 days out-of-sample results WE countries 

Table 15. presents the number of countries for each out-of-sample period according to 

the model it forecasted the sovereign CDS volatility the best, respecting the CEE/WE 

partition. The results confirm my second hypothesis, that CDSs’ volatility of the 

countries from Central and Easter Europe is better forecasted by a different model 

(GARCH (1,1)) than CDSs’ volatility of the countries from Western Europe (mainly GJR-

GARCH).  

 

Table 15. Overview of the GARCH models performance by number of CEE vs. WE 

countries 
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Conclusion 

Credit default swaps are the most used type of credit derivatives, developed in order to 

reduce and transfer credit risk. The CDSs can be single-name or multiple-name and 

they can be also divided between corporate and sovereign.  

Volatility is a statistical quantifiable measure of dispersion of the returns, usually directly 

related with the risk. Forecasting the volatility is very important on risk adjusting 

measures. GARCH-class models are often used by companies, investors, brokers in 

analyzing financial data and estimating the volatility of the returns of stocks, bonds, 

commodities, CDS spreads. Over the years, numerous GARCH-class models have 

developed in order to capture different characteristics that may influence the volatility 

(long-rung dynamic dependencies in the conditional variance, more flexibility of the 

conditional variance, etc.).  

I have decided to conduct a research on forecasting performance of six most used 

GARCH-class models (GARCH (1,1), EGARCH, APARCH, GJR-GARCH, IGARCH, 

TGARCH) regarding the volatility of sovereign CDS spreads. The decisions is based on 

a gap in the specialized literature as the majority of the articles focus on how the CDS 

spreads are determined and influenced, rather than on predicting them.  

The sovereign CDSs selected are from the European Union countries, with some 

exceptions that were excluded due to liquidity problems (Finland, Malta, Netherlands, 

Greece, and Luxembourg). The period if from 28th of April 2009 and 31st of December 

2019 and the approach was to divide the data in two samples: in-sample period from 

28th of April 2009 to 31st of December 2018 and out-of-sample periods of 30 days, 90 

days and 180 days from the year 2019.  

The first objective was to analyze if there exists a single most appropriate GARCH-class 

models in forecasting the sovereign CDSs volatility or if there are multiple models that fit 

the predictions. The second objective was to compare the Central and Eastern 

European countries with the Western European countries and to assess if there are 

differences between the selected models.  
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The criteria used for evaluating the forecasting results consist of four statistical values: 

Log Likelihood, Akaike Info criterion, Schwarz criterion, and Hannan-Quinn criterion. 

The results showed that for the 30 days out-of-sample period, GJR-GARCH model was 

the most appropriate for 7 countries, for the 90 days out-of-sample period both GARCH 

(1,1) and IGARCH fitted the best 6 countries and for the 180 days out-of-sample period, 

GARCH (1,1) forecasted the best the volatility of 8 countries’ CDS. Regarding the 

CEE/WE countries analysis, the CDS spreads from CEE are better forecasted by 

GARCH (1,1) model in all the out-of-sample periods and the CDS spreads from WE are 

better forecasted by GJR-GARCH (30 days out-of-sample and 90 days out-of-sample), 

IGARCH (90 days out-of-sample) and APARCH (180 days out-of-sample).  

In conclusion, not all the volatilities of the CDS spreads from the European countries are 

forecasted the best by a single GARCH-class model, but there are different appropriate 

models for specific sovereign CDSs. In addition, the Central and Eastern European 

countries are different in terms of volatility compared to the Western European countries 

which is shown also by the results in terms of most appropriate GARCH-class models.  

Limitations & further research 

One first limitation comes from the selection of the tested GARCH-class models; there 

are numerous models and I have used in my analysis only six of them which imply a 

further need in testing others that may forecast better the sovereign European CDS 

spreads. Also, the CDS I have analyzed are denominated in euros but there are also 

sovereign European CDS denominated in US dollars. In addition, the out-of-sample 

periods may be extended in order to assess the forecasting performance on medium 

and long-term also.  
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Abstract 

In the following paper we aim to test if the Central Bank Independence (CBI) truly affects 

inflation. In recent years, studies have shown that there is no significant relationship between 

the strength of Central Bank Independence and the Consumer Price Index (CPI) growth rate in 

developed countries and developing countries. This challenged the notion that controlling 

inflation has been a justification for the CBI. We aim to compare 15 developed and 10 

developing countries. If CBI is truly that important we should expect comparable or similar 

results in both groups.  

 

 

 

Introduction 

The field of research on Central Banks became important especially after 1990, 

when a wave of countries in the world began to grant independence to the central 

banks. In developed countries, it is common to delegate the implementation of monetary 

policies to a central bank, some distance from the government. In democracies, theories 

that justify delegating monetary policy to non-elected professionals have been 

discussed in both economic and political terms. 

One of the key reasons for Central Bank Independence (CBI) is that its 

decoupling from political pressure positively contributes to price stability. However, 

some previous studies argue that CBI does not affect price stability in developed 

countries. For example, R.Kokoszczyński and J.Mackiewicz-Łyziak (2020) state that the 

CBI is important in an underdeveloped economy but not in a developed one. If the CBI 

does not contribute to price stability, the legitimacy of entrusting monetary policy 

decisions to unelected technocracy will be upset. 

If the CBI does not contribute to price stability, how is it justified to delegate 

monetary policy decisions to an independent central bank? Since the global financial 

crisis, monetary policy of central banks has not only increased or decreased interest 
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rates as in the past, but also implemented more discretionary policies. They have 

purchased securities with unprecedented amounts of money and have become implicitly 

involved in fiscal policy decisions (Fernández-Albertos, J. (2015). The US Federal 

Reserve's balance sheet more than doubled in the six months following the crisis, 

growing significantly faster than the average annual rate of 6.25% over the past nine 

years. Although the ECB responded slower, its balance sheet increased at a rate of 

70.88% annually between May 2011 and March 2012 (Cukierman A. 2013). At the 

same time, they face the challenge of ending monetary easing. Given the negative 

effects of financial tightening, the decision is more political. Today's central bankers are 

required to make such difficult and political decisions. However, it would be naive to 

think that central bankers are merely neutral technocrats who don’t have their own 

preferences. Chris Adolph (2013) created and analyzed its own dataset containing the 

career and educational background of about 600 central bankers from 1950 to 2000. 

The results showed that the careers of the central bankers influenced their policy 

decisions. In other words, it has been shown that governments can exert democratic 

control over monetary policy through the central banker appointment process. 

Given that central banks are under the democratic control of the government in 

the long run and the CBI only ensures the independence of short-term policy decisions, 

what are the reasons for such central bank independence? Shouldn't elected national 

representatives be responsible for policy decisions? It is important to remember that 

central bank independence is about avoiding short-term motivated policy decisions. 

Therefore, it is necessary to re-examine the relationship between the CBI and 

CPI. In the first place, price indices are not always single, and tend to differ greatly 

depending on how the indicators are taken. 

In this article, I will re-examine whether the CBI is contributing to price stability by 

using multiple price indices with different time and target items. 
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Literature Review 

 

 Much has been written on the subject of Central Banks and their independence, 

and the school of thought that support the idea that the Central Banks should be 

independent in relation to politics is the dominant one. Central Bank Independence 

(CBI) means that monetary policy is delegated to unelected officials and the 

government’s influence on monetary policy is therefore restricted. Alesina and Tabellini 

(2008) argue that the delegation of decision-making authority is beneficial in at least 

three cases: the tasks are technical in nature, they are difficult to monitor, and when 

policymakers do not have distributional effects.  The traditional idea of CBI rests on 

countering inflationary tendencies that could occur in the absence of an independent 

central bank. One reason is the political pressure which aims to use the central bank’s 

power to issue money as a way to finance their redistributive electoral program. 

Politicians can also abuse their position to influence the central bank to accept an 

economic program which is damaging the economy, but it can bring votes on short 

term. Bernanke (2010) argues that lack of central bank’s independence can lead to 

higher inflation on longer run, and a conservative central bank is more prone to keep 

inflation low. Furthermore Klomp and de Haan (2010) conclude that countries with 

independent Central Bank record on average lower inflation compared with countries 

with a state-controlled Bank.  

 Some authors claim that although the Central Bank should be independent, it 

should not be actually independent in setting its own goals, such as monetary policy 

(Mishkin, 2011). The argument is used especially in democracies, where the 

government is accountable to the electorate. Therefore the monetary policy should be 

established by political authorities and conducted by the Central Bank. There are some 

authors such as Peter Hall (1993) claiming low inflation is not actually caused by the 

degree of independence of Central Bank, but rather caused by institutional and 

systemic structure. In his study he concluded that the economic coordination and the 

system of wage bargaining in Germany actually play a consistent role at the level of 

unemployment, helping the Central Bank more than its independence does. A recent 
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study made by R. Kokoszczyński and J. Mackiewicz-Łyziak (2020) used the annual 

percentage change of the CPI index as the dependent variable. The explanatory 

variables used were GDP per capita growth rate (annual,%), general government 

budget balance (% of GDP), and the sum of imports and exports in relation to GDP as 

openness of the economy. Regarding the explanatory variables, they concluded that 

trade openness had no significant effect on inflation in developed countries. On the 

other hand, GDP growth and budget surpluses will reduce inflation. However, the paper 

of R. Kokoszczyński and J. Mackiewicz-Łyziak (2020) has a notable limitation, it is a 

cross-sectional study not a longitudinal study and this might affect its scientific 

conclusion. Due the fact that their study is concentrated only on a short period after the 

financial crisis, we believe a period of 20 years could offer more persuasive scientific 

results. Therefore the aim of our paper is to study how the CBI affected both developed 

and non-developed countries between 2000 and 2019.  

 

Theory and Research Design 

 

Due the fact that few studies are made on Eastern Europe, we decided to take 

most of our cases from this part of the world. A small, but concentrated number of 

countries in a region, could easily offer some results very specific to that region. 

Helmut Wagner(1999) argues in his paper that in developing countries the CBI is 

actually more on paper than in reality. His historical analysis argues that the entire 

Central Bank system had to be created from ashes in the post-communist countries, 

which caused harsh legislative problems. Secondly, he argues that this new system, 

which is adapted to the market economy requires a very long time to become 

functionable. Last but not least, the countries in Eastern Europe adopted a Western-

type central bank, and within 6 years (1991-1996) the former socialist countries 

changed the functions and the laws of this system at least three times a year.  



6 
 

 What this paper wants to clarify is whether the CBI will affect price stability in 

developed and developing countries. And is there any change in the impact of the CBI 

before and after the global financial crisis? As we have noticed the literature is divided 

into Schools of Thought that either support or not the independence of the central bank. 

The independent variable is Central Bank Independence (Index) and the dependent 

variable is Consumer Price Index (For All Items and Food and Non-Alcoholic 

Beverages) along with GDP/Cap Growth as control variable. 

As the existing studies show, even if there is a correlation between high CBI and 

low inflation, it cannot immediately lead to a causal relationship (Mas 1995). Some 

theories argue that this is the result of the political influence of financial institutions 

(Posen 1995). Nevertheless, it is necessary to re-examine whether there is really no 

correlation between CPI and CBI in developed and developing countries in discussing 

the legitimacy of the CBI. 

The hypothesis in this study was that the correlation between CBI and CPI in 

developed and developing countries could not be confirmed due to the temporary factor 

of the financial crisis, and by observing long-term data after and before the financial 

crisis, we can establish a correlation. We used available data in OECD and World Bank. 

   

 

Data 

 

This paper examines the relationship between CBI and inflation over the period 

2001-2019. However, in order to observe changes in the period before and after the 

global financial crisis, this paper divides the same period into two periods, 2000 to 2009 

and 2010 to 2019, and makes a comparison. Our paper analyzes 15 developed 

countries (Greece, United Kingdom, Sweden, France, Australia, Switzerland, New 

Zealand, United States, Luxembourg, Japan, Germany, Denmark, Italy, Canada and 

Portugal) and 10 non-developed countries (Brazil, Poland, Slovak Republic, Mexico, 
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Czech Republic, Russia, Lithuania, Slovenia, Hungary and Estonia). In this paper, we 

use the CBIW index provided by Dincer, N.N. and Eichengreen, B (2014) as the CBI 

index. This is the CWN index recalculated by Dincer, N.N. and Eichengreen, B during 

the period 1998-2010. The index reflects the independence of the chief executive officer 

(CEO) of the central bank, its independence in policy formulation, its objective or 

mandate, and the stringency of limits on its lending to the public sector.  

The dependent variable is the consumer price index. This paper uses the 

consumer price index of all items and the index of food and non-alcoholic beverages 

among the consumer price indexes provided by OECD stat. For the CPI, this paper 

uses the annual rate of change for the periods 2001-2010 and 2010-2019, respectively.  

The reason for using the CPI for food and non-alcoholic beverages is to eliminate 

the impact of digital products as much as possible. To accurately measure the CPI, it is 

necessary to compare prices of goods of the same quality. However, since ICT products 

have various functions, it is difficult to determine which products have the same quality. 

A method called Hedonic Quality Adjustment is used for price adjustment of ICT 

products, but it is controversial whether this method can accurately judge products of 

the same quality. The reference year was changed to 2015 by OECD. In these cases of 

shorter time series, the OECD Secretariat, ensures there is no loss of time series for 

users, estimates the missing data for the main expenditure components of GDP in order 

to publish historical data from 1960 (where possible). The estimation is undertaken 

using the current systems of accounts and linking to older systems based on different 

methodology in order to obtain the longer time series. The method used by the 

Secretariat to link two time series from two different methodologies is as follows: for 

each individual series, the ratio between the new methodology data and the old 

methodology data in the first common year is calculated. This ratio is then multiplied by 

old methodology series for the time period that data have not been provided. The same 

method is applied to both current and volume estimates data. Also historical growth 

rates are derived from estimated volume data. 
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Analysis and Results 

 

Changes in CPI suggest that CPI (food and non-alcoholic beverages) fluctuated 

more overall than CPI (all items) in developed countries, and that prices have dropped 

significantly due to the effects of the global financial crisis 

 

The results of the regression analysis indicate that in developed countries, 

although the CBI appear to have a significant effect on CPI (all items) and Food and 

Non-Alcoholic Beverages between 2001 and 2010, the relation seem to be positive, 

while the effect of GDP is negative.   Between 2010 and 2019, the CBI appears to lack 

any kind of effect on CPI. The lack of a significant correlation between CBI and CPI 

between 2010 and 2019 may be due to one reason: prices have fluctuated significantly, 

irrespective of CBI, due to the effects of the global financial crisis. The other reason may 

be that the central banking system was revised in the aftermath of the global financial 

crisis to be more in line with monetary policy decisions. According to R. Kokoszczyński 

and J. Mackiewicz-Łyziak (2020), in developed countries, the CBI continued to increase 

until around 2007 or 2008, but institutional changes were made to reduce it thereafter.
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1 Source: OECD, Developing Countries 
2 Source: OECD, Developing Countries 
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3 Source: OECD, Developed Countries 
4 Source: OECD, Developed Countries 
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Regarding the developing countries, we noticed that CBI is significantly 

associated with CPI (All Items) between 2000 and 2019, which could mean during this 

time the Central Bank’s policy was made especially for this category. However, 

analyzing both periods separately we observe that there is no significant relationship 

between CBI and CPI. An explanation for this result could be that all our cases here are 

former dictatorships. The transition especially from Communism to free market came 

along with heavy social and economic problems (such as high inflation and significant 

price fluctuations) and most importantly, with weak institutions, which might explain that 

the CBI is useless in a context like this. Furthermore, the demand for redistribution in 

these countries could be higher compared to the developed countries, which directly 

requires a pressure from the political parties on the Central Bank. For the period 2010-

 
5 Source: World Bank Data, Developing Countries 
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2019, we can notice from the Graph, that developing countries were hit worse than 

developed countries by the financial crisis in terms of GDP. Based on these results, the 

financial crisis could have created so many economic problems in both developed and 

developing countries that they actually made CBI irrelevant.   

 

6 

 

  

 

 
6 Source: World Bank Data, Developed Countries 
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7 Regression Result for Developed Countries 
8 Regression Result for Developing Countries 
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Conclusion 

 

This paper is significant in using the latest consumer price index data to examine 

the relationship between CBI and CPI after and before the global financial crisis using 

long-term data.  

In developed countries the results confirm that there is a correlation between CBI 

and CPI both for All Items and Food and Non-Alcoholic Beverages (all items) for the 

period from 2000 to 2019. Also, when observed over a long period of time from 2001 to 

2019, it was statistically significantly confirmed but there was a positive correlation 

between the two. Looking specifically to 2010-2019 period, we observe there is no 

strong association between CBI and CPI. 

From 2001 to 2010, a positive correlation was found between CBI and CPI (for 

both all items and food and non-alcoholic beverages). On the other hand, no correlation 

was confirmed between 2010 and 2018, suggesting that monetary policy may have 

changed. It has been confirmed that there is a negative correlation between GDP 

growth rate and CPI increase rate.  

Regarding the developing countries, we noticed that CBI does not play a 

significant role, not even on long term. The problems the post-communist countries 

faced and are facing along with their current internal political structure could represent 

an explanation for the lack of relevance of CBI. As Peter Hall(1993) mentioned in his 

study, the structure of the system could be actually the one which is keeping inflation 

under control and not the CBI. 

Given the correlation between the CBI and inflation before the financial crisis, it 

may be justified to maintain central bank independence to avoid unexpected inflation as 

a response to elections. Today, the policy instruments of central banks are diversifying, 

and their purchase of securities and government bonds can easily be tied to the 

interests of certain companies and governments. Central bank independence from 

politics may help to separate monetary policy from the existence of dissent and 

implement bold policies from a long-term perspective. Central bank independence from 
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politics may help to separate monetary policy from the existence of dissent and 

implement bold policies from a long-term perspective. 

 

This paper does not want to make a case against Central Bank Independence 

because the limits of our essay are obvious. First, a more consistent study which could 

embody a larger number of cases could offer a more persuasive scientific conclusion. 

Secondly, further research is needed on how the Central Bank’s policies changed after 

the Financial Crisis. Further research is needed to see if the context of post-

authoritarian and post-totalitarian countries truly affects the economy in such a way that 

the CBI is irrelevant.  
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